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In a sense, behavioral economics extends the paternalistically
protected category of idiots to include most people, at predictable
times (Camerer et al., 2003).

Enlightement is man's emergence from his self-incurred imma-
turity. Immaturity is the inability to use one's own understanding
without the guidance of another (Kant, 1784).

1 Introduction

Do �aws in human decision-making legitimate governments and agencies to

nudge people towards better choices? A tendency to give an a�rmative

answer to this question is nowadays very popular both in US and in Europe,

as witnessed by the establishment of some in�uential agencies such as the

Social and Behavioral Sciences Team (US) and the Behavioural Insight Team

(UK), as well as by the European Commission-funded project Nudge-It.

There are some reasons behind this popularity. First, nudging people

has a very high bene�t to cost ratio. In times of austerity this is certainly

attractive. Second, nudging does not seem to violate any way individual

freedom, making regulation appealing even to conservatives (Camerer et al.,

2003). Third, nudging people is cool; social scientists are not the only ones

who seem to experience an extraordinary sense of surprise when behavioural

�ndings are discovered to work at the end.

Unfortunately, not all that glitters is gold.

Scholars have emphasized that nudging: violates core liberal principles

(Grüne-Yano�, 2012); threatens people's control over their own evaluations

and deliberation (Hausman and Welch, 2010); may produce infantilisation

as a long-term e�ect, i.e. decreased responsibility in matters regarding one's

1



own welfare (Bovens, 2009). It has also been argued that the libertarian

paternalistic approach of nudging uses a model of the human being that is

psychologically and philosophically problematic (Infante et al., 2016).

The critical literature on nudging lacks, however, a formal, smoking-gun

argument against its use. I provide such an argument.

I prove that if individuals are not open to money-pump manipulation and

nudges are motivationally irrelevant, any induced choice is unintentional and

just re�ects the preferences of the choice architect; autonomy is therefore

violated.

The assumption that denies money-pump manipulation precludes that in-

dividuals are open to exploitation and saves their opportunity for intentional

action. For what concerns the inability of nudges to motivate behaviour, this

assumption naturally follows from what is commonly understood by nudge.

Thaler and Sunstein (2008), for example, de�ne a nudge as �any aspect

of the choice architecture that alters people's behaviour in a predictable way

without forbidding any options or signi�cantly changing their economic be-

haviour� (p. 6). From this de�nition - probably too large and such as to

encompass many things that Thaler and Sunstein (2008) themselves would

not qualify as nudges - the motivational irrelevance of nudges follows. As it

follows from a stricter de�nition due to Hausman and Welch (2010): �Nudges

are ways of in�uencing choice without limiting the choice set or making al-

ternatives appreciably more costly in terms of time, trouble, social sanctions,

and so forth� 1.

1As an important speci�cation, Hausman and Welch also add that nudges are called
for because of �aws in individual decision-making, and work by making use of those �aws.
Their remark helps distinguishing nudges from many other things; remarkably from the

2



I prove that if themoney-pump and themotivational irrelevance of nudges

conditions are respected, a third one - requiring individuals to act intention-

ally - is violated, so that individuals' choices are shaped by another subject

(the choice architect) in accordance with its preferences. Choices are then

not autonomous.

Autonomy can be interpreted in di�erent ways. In a beautiful and for

some aspects controversial contribution, Isaiah Berlin explains the closeness

between autonomy and positive freedom (Berlin, 1969). He also clari�es why

autonomy, meant as positive freedom, can be compatible with a situation in

which there is no autonomy in a fundamental sense, i.e. autonomy meant

as independence and authenticity of motivations that induce a person to act

(Christman, 2015).

Hausman and Welch (2010) refer to the control an individual has over her

own evaluation, deliberation and choice. According to their perspective, au-

tonomy is not granted by the absence of coercion, and it is certainly possible

that the lack of autonomy goes hand in hand with formal libertarianism.

I approach autonomy by negation. I say that an individual does not

act autonomously or that her autonomy is violated whenever her choices

are not intentional and just re�ect the preferences of another subject who

deliberately acts to shape them.

My de�nition conveys three elements. First, individual's choices are un-

intentional; second, they adhere to someone else' preferences; third, such

adherence is intentionally provoked. According to the theory of intentional

action discussed below, these three elements entail that choices just re�ect

provision of information. I refer to nudges having in mind this important speci�cation.
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what the subject having the power of shaping choices wants most. Behaviour

can be considered as heteronomous.

The condition requiring the choice architect to intentionally act to shape

people's choices is crucial, for, as Thaler and Sunstein (2008) reminds us,

there is no such thing as a neutral design. Therefore, even if it is unavoid-

able that individuals' choices are conditioned by some features of the choice

environment, what in my view is key for autonomy is that these features are

not intentionally modelled.

2 The setting

Let Â = {x, y, z, . . . } be the universal set of alternatives. A choice problem is

a nonempty subset of Â. Following Bernheim and Rangel (2009) and Salant

and Rubinstein (2008), I enrich the standard model by a set Σ ≡ {σ} of

ancillary conditions (or frames). Examples of ancillary conditions are the

manner in which options are presented or the labeling of a particular option

as the status quo. A generalized choice situation G = (A, σ) is a choice set

A ⊆ Â coupled with an ancillary condition, σ.

I consider a binary relation ≽Ω
i representing i's extended preferences over

Ω = Â×Σ. I write (x, σ) ≽Ω
i (y, σ

′
) to mean that alternative x coupled with

ancillary condition σ is at least as good as alternative y coupled with σ
′
. The

binary relation ≽Ω
i is not assumed to be complete.

Once the ancillary condition is set, only i's contingent preferences, i.e. i's

preferences contingent to the choice of the ancillary condition, are relevant.

Hence, for any x, y ∈ A, x ≽σ
i y means that, given ancillary condition σ, x
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is at least as good as y for individual i (≻σ
i and ∼σ

i indicate the asymmetric

and symmetric component of ≽σ
i respectively).

Clearly, x ≽σ
i y ↔ (x, σ) ≽Ω

i (y, σ).

3 Extended preferences

In this section I discuss some arguments in favour of my approach based on

the use of extended psychological preferences. I �rst argue that my use of ex-

tended preferences catches relevant motivational aspects of choice that would

otherwise be neglected. Then I discuss the most prominent attempt to ex-

tend the choice-based revealed preferences approach to nonstandard settings.

I explain why this attempt is unconvincing to me. The �nal reference to the

publicity principle shows that the planner itself, in its attempt to respect a

basic principle of publicity in public a�airs, triggers the tendency to assess

options together with ancillary conditions, thus allowing hidden motivational

aspects of choice to emerge.

3.1 A motivational argument to justify the use of ex-

tended preferences

In what is generally considered a paradigmatic case of Libertarian Pater-

nalism (Bovens, 2009), Sunstein and Thaler consider a cafeteria manager,

Carolyn, who is aware that the way in which the food is displayed and ar-

ranged a�ects the choices that people make (Thaler and Sunstein, 2008). In

particular, the manager knows that people have a tendency to choose food
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items which come �rst in the line.

As the manager has the power to change the order in which items are

displayed, she is then able to increase the consumption of some foods at the

expense of others. How should she decide which item to present �rst?

As there is no such thing as a neutral design, according to Sunstein and

Thaler it is legitimate for the manager to try to in�uence people's behavior

in order to make their lives better, as judged by themselves. So they argue in

favour of practices, such as nudging, that steer people's choices in appropri-

ate directions, where appropriateness is to be evaluated from the privileged

standpoint of the individuals' superhuman ego.

If we suppose that there are two food items (Fruit, Dessert), it is possible

to read the cafeteria example as a generalized choice situation in which the

ancillary condition speci�es which item is displayed �rst, i.e. G = (A, σ)

where A = {Fruit,Dessert} and σ ∈ {σDessert, σFruit}.

Sunstein and Thaler, as well as any other supporter of libertarian pater-

nalism, take for granted that ancillary conditions are irrelevant to judgment,

i.e. ancillary conditions do not a�ect the individual assessment of the choice

situation; hence, they do not motivate choice.

There are valuable reasons to argue, however, that the value placed on a

given option might change along with the ancillary condition.

As an example, consider that preferences might be such that an individ-

ual prefers choosing Fruit when Fruit comes next, rather than choosing Fruit

when it comes �rst, i.e. (Fruit, σDessert) ≻Ω
i (Fruit, σFruit). An individual

might place value on choosing Fruit when it comes next, because this is seen

as a way to temper her character. In a similar fashion, and more relevantly,
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although the evidence suggests that an opt-out system of organ donations

makes many more persons willing to be donors than an opt-in system (John-

son and Goldstein, 2003), the value of being an organ donor might di�er

both at the individual and the societal level when such choice is made in the

context of an opt-in system. Thus an individual could well prefer being an

organ donor in an opt-in system rather than being a donor when the system

allows to opt-out, (donor, σOpt-in) ≻Ω
i (donor, σOpt-out).

My proposal of considering extended preferences de�ned both on options

and ancillary conditions is similar to K®szegi and Rabin's proposal of as-

suming behaviour as choice set dependent, for this would allow to reconcile

choices with standard axioms (K®szegi and Rabin, 2008, 2007). As they ar-

gue, somebody could choose Dessert from the choice set {Dessert, Fruit}

but be better o� with the choice set {Fruit} if she has choice-set-dependent

preferences, where

(Fruit|{Fruit}) ≻ (Dessert|{Dessert, Fruit})

and

(Dessert|{Dessert, Fruit}) ≻ (Fruit|{Dessert, Fruit}),

for the option of eating dessert creates an unpleasant sensation of temptation.

Similarly, somebody could choose Fruit from the choice set {Fruit,Dessert}

when the ancillary condition is σFruit but be better o� when the ancillary

condition is σDessert. This calls into question whether the hypothesis that an-

cillary conditions are motivationally irrelevant, i.e. that ancillary conditions

are of no value whatsoever as long as the motivations driving behaviour are

concerned, is an innocuous hypothesis as it is pretended to be.
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Given the discussion above, a suitable de�nition of motivationally-irrelevant

ancillary condition is provided by the following:

De�nition 1 (Motivationally-irrelevant ancillary condition). A pair of ancil-

lary conditions (σ, σ
′
) ∈ Σ is said to be motivationally-irrelevant to i's choice

whenever for any alternative x, neither (x, σ) ≻Ω
i (x, σ

′
) nor (x, σ

′
) ≻Ω

i (x, σ).

In other words, ancillary conditions are motivationally-irrelevant when

they are not able to make a given option more appealing. Going back to a

previously discussed example, the kind of system in force, whether opt-in or

opt-out, should not a�ect the decision of being an organ donor, for neither

(donor,σOpt-in) ≻Ω
i (donor,σOpt-out) nor (donor,σOpt-out) ≻Ω

i (donor,σOpt-in).

3.2 Psychological versus choice based revealed prefer-

ences

The standard approach in welfare analysis - dating back to the origins of the

revealed preference revolution - takes great care of individual preferences as

revealed in choices. The validity of this approach has been seriously ques-

tioned within the behavioural economics literature: if individuals' choices

are neither fully rational nor completely coherent, how can they serve as a

welfare standard?

In the most prominent attempt to extend the traditional approach of wel-

fare economics, Bernheim and Rangel (2009) propose a general framework

grounded in the idea that even in nonstandard settings it is possible to re-

construct what individuals want most directly from choice patterns, without

relying on any underlying rationalization. They propose two generalizations
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of the (standard) revealed preference relations, R
′
and P ∗, extending weak

and strict revealed preference relation respectively. For any generalized choice

situation in which x and y are both available, xR
′
y means y is not chosen

unless x is as well; xP ∗y means y is never chosen.

Bernheim and Rangel (2009)'s crucial result is that a planner evaluating

alternatives according to R
′
and P ∗ cannot be turned into a money pump;

moreover, as they show, P ∗ is acyclic: acyclicity guarantees the existence of

maximal elements for �nite sets and allows to identify and measure unam-

biguous improvements.

To test whether their choice based theory is satisfactory in nonstandard

settings, let us consider the generalized choice situation G = (A, σ), where

A = {Fruit,Dessert} and σ ∈ {σDessert, σFruit}.

Bernheim and Rangel de�ne R∗ as ¬(Dessert P ∗ Fruit).

Hence, (Fruit R∗ Dessert) means that Fruit might be better than Dessert.

In the Cafeteria example Fruit is chosen over Dessert in some cases (when

the ancillary condition is σFruit) and Dessert is chosen in others (when the

ancillary condition is σDessert). So both Dessert might be better than Fruit

and Fruit might be better than Dessert. Bernheim and Rangel's analysis

would therefore conclude that (Dessert I∗ Fruit). This conclusion allows

to rank alternatives even if choice reversal is observed; it therefore allows to

(re)-construct the underlying individual ranking directly from choices.

Does the Bernheim and Rangel's approach lead to a satisfying solution?

To me it does not. Options are not interchangeably good for the individual

at hand; each of them is preferred under a given ancillary condition. We are

therefore left with a dilemma: is the individual better-o� when she gets Fruit
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under σFruit or when she gets Dessert under σDessert? This is important in

any case the planner is in charge of setting the ancillary condition with the

aim of maximizing welfare.

Although it is legitimate to say that in some circumstances i prefers

Fruit over Dessert (because i chooses Fruit), whereas, in others, she prefers

Dessert over Fruit (because Dessert is chosen), nothing authorizes to draw

the conclusion that, overall, i is indi�erent between Fruit and Dessert, and

that in an hypothetical ranking these two items are equally ranked.

3.3 The publicity principle

In an attempt to reply to their critics, Thaler and Sunstein endorse a pub-

licity principle. They attribute the de�nition of this principle to John Rawls

(Rawls, 1971), but in fact it was stated by Immanuel Kant (1795) as a trascen-

dental formula of public law, according to which

All actions relating to the rights of men are wrong, if the maxims

from which they follow are inconsistent with publicity [p. 185]

The publicity principle bans governments from selecting a policy that

it would not be able or willing to defend publicly to its own citizens. As

emphasized by Thaler and Sunstein (2008):

The government should respect the people whom it governs,

and if it adopts policies that it could not defend in public, it fails

to manifest that respect. Instead, it treats its citizens as tools for

its own manipulation...the publicity principle is a good guideline
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for constraining and implementing nudges...the same conclusion

holds for legal default rules. If government alters such rules to en-

courage organ donation, it should not be secretive about what it

is doing ... government o�cials...[encouraging] people to register

as organ donors... should be happy to reveal both their methods

and their motives [p.15]

Methods and motives must indeed be agreed upon by citizens. Govern-

ments should not be secretive about what they are doing.

This disposition to be open about the techniques that are being employed

to in�uence people's choices, is what, according to Sunstein and Thaler,

ultimately allows to distinguish nudges from other, more intrusive forms of

persuasion.

Perhaps unintendedly, this disposition to be open implies that govern-

ments de facto trigger people's re�ection about the features of the choice

environment. Some of these features, although unable to provide relevant

economic incentives, can in principle characterize the options in such a way

as to motivate choice.

To be more explicit about this, let us consider a legal default rule set up to

encourage organ donation. One of such rules has been implemented in France

in January 2017. For the publicity principle to be respected, government

o�cials should not be secretive about the reasons why such a legal default

rule was issued; so they should be happy to reveal that such rule produces a

greater number of individuals who are willing to be organ donors (Johnson

and Goldstein, 2003).
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Revealing the reasons why an opt-out system for organ donation is pre-

ferred over an opt-in system, naturally induces people to meditate on what

being an organ donor means in either of the two systems. This triggers peo-

ple's re�ection about the features of the choice environment that are able

to characterize options from a motivational perspective, even though such

features do not provide any economic incentive.

Thus one may be perfectly coherent in preferring to be a donor only when

the system is opt-in and not being a donor when the system is opt-out.

Formally, let G = (A, σ) be a generalized choice situation, where A =

{donor ,non donor} and σ ∈ {σOpt−in, σOpt−out} . It is plausible to have the

following preferences

(donor, σOpt-in) ≻Ω
i (non donor , σOpt-in)

(non donor, σOpt-out) ≻Ω
i (donor, σOpt-out).

Moreover

(donor, σOpt-in) ≻Ω
i (donor , σOpt-out)

(donor, σOpt-in) ≻Ω
i (non donor , σOpt-out).

In other words, an individual might prefer to be a donor in an opt in

system. However, her willingness to be a donor is not unlimited. If the

government frustrates her motivations by setting up an opt-out system, then

the individual prefers not to be a donor.

Clearly, libertarian paternalists might argue that the government - once

its plans become public - will be able to implement a legal default rule for

organ donation only if it is supported by the majority of the people. Indeed,
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as the government is constrained not to be secretive about what is doing,

a public debate would presumably follow. This is democracy. My answer

is pragmatic. As in many other cases - and libertarian paternalists should

agree with this - minorities would be obliged to accept an inferior (from

their perspective) state of a�airs. This partially contradicts the fascinating

promise of Libertarian Paternalism, what makes it really appealing, i.e. that

only Pareto improvements will be delivered: no one looses, some gain. Put

in this way, there are reason to believe that even the least ardent libertarian

would reject the libertarian paternalistic perspective.

4 Intentional action

In contemporary analytical philosophy, it is due to Margareth Anscombe

(1957) and Donald Davidson (1963), the merit of having revitalized the de-

bate on the nature of agency (the exercise or manifestation of an agent's

capacity to act). As emphasized by Schlosser (2015), Anscombe and David-

son have contributed to de�ne a standard conception of action, grounded in

the following two claims: the notion of intentional action is a primitive of

the notion of action, it is more fundamental in that any action has to be

an intentional action under some description of the action itself; there is a

strict connection between an intentional action and acting for a reason, i.e.

intentional actions are performed for reasons (Mele and Moser, 1994).

As clari�ed by Margareth Ascombe

What distinguishes actions which are intentional from those which

are not? The answer that I shall suggest is that they are the ac-
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tions to which a certain sense of the question 'Why?' is given

application; the sense is of course that in which the answer, if

positive, gives a reason for acting [p. 9]

Intentional actions are actions done for a reason (Davidson, 2003).

In a similar vein, Mele and Sverdlik (1996) write:

An agent, S, A-ed intentionally only if S A-ed for a reason.

This is probably the most widespread way of understanding an intentional

action.

Davidson (2003) quotes Stuart Hampshire (1965) who writes:

A wants to do X is equivalent to other things being equal, he would

do X, if he could.

The other things being equal clause is meant by Davidson as signifying

provided there is not something he wants more.

With this interpretation in mind, Davidson, puts Hampshire's principle

as follows:

If an agent wants to do x more than he wants to do y and he

believes himself free to do either x or y, then he will intentionally

do x if he does either x or y intentionally (p.27).

An agent who believes himself free to choose between x and y and in-

tentionally chooses either x or y, will intentionally choose x if he wants x

more than he wants y, i.e. if she prefers x to y. Notice en passant that from

these premises Davidson draws the conclusion that it is false that there are
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incontinent actions, for, by de�nition, incontinent actions are those actions

that are taken although they are not preferred in a relevant sense.

The previous passage establishes a necessary condition for intentional

action. Suppose the agent believes himself free to choose among di�erent

alternatives. Also suppose that the agent wants alternative x more than

alternative y. If the agent chooses y, then such choice does not count as

intentional. Clearly, this conclusion is strictly related to Davidson's premise

that intentional actions are actions done for a reason and is rooted in a very

long philosophical tradition that can be traced back to Aristotle and David

Hume.

By saying that if an agent intentionally picks up an alternative in the

choice set, then such an alternative must be the one he wants most, it is said

that a necessary condition for intentional action is that the agent chooses

what he prefers.

De�nition 2 (Intentional action). A necessary condition for alternative x to

be intentionally chosen by i at t, is that, at t, i prefers x over other feasible

alternatives, including not acting, by virtue of her desires and beliefs.

Given one's desires and beliefs about the foreseeable consequences of any

of the feasible choices, if one prefers x over other feasible alternatives and

chooses intentionally, she will intentionally choose x. This is a necessary,

although not su�cient, condition for intentional action 2: i might uninten-

tionally choose x even if x is the alternative i wants most(e.g. Mele and

Moser, 1994).

2See Bratman (2009) for an original discussion of this point.
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Clearly, intentionality requires that the agent chooses what he prefers in

the relevant sense, not in the most fundamental sense. According to Plato,

Socrates died drinking a cup of poison hemlock; he intentionally drank the

poison, so - in a relevant sense - he preferred drinking the poison; however,

this was not what Socrates probably wanted in a most fundamental sense.

Given the set of circumstances, Socrates drank the poison because he pre-

ferred to do so, and his action counts as intentional.

5 An impossibility result

As the binary relation ≽Ω
i is not assumed to be complete, it might be the

case that neither (x, σ) ≽Ω
i (y, σ

′
) nor (y, σ

′
) ≽Ω

i (x, σ) holds, what I indicate

by (x, σ)⊥(y, σ
′
).

As it is not assumed completeness of ≽Ω
i , it is consequently not required

that ≽Ω
i respects transitivity, for when preferences are not complete, a vi-

olation of transitivity can occur. This may indeed happen whenever the

individual weakly prefers (x, σ) to (y, σ
′
) and (y, σ

′
) to (z, σ

′′
), but is unable

to compare (x, σ) with (z, σ
′′
), i.e. (x, σ)⊥(z, σ

′′
). A violation of transitivity

opens the way to the possibility that the individual is money pumped. To

avoid manipulation and to allow for the possibility of intentional action, I

assume behavioural transitivity (Mandler, 2005):

Assumption 1 (Behavioural Transitivity, BT). ≽Ω
i is behaviourally transi-

tive, i.e. there do not exist three alternatives x, y, z and three ancillary con-

ditions σ, σ
′
, σ

′′
, such that (x, σ) ≽Ω

i (y, σ
′
), (y, σ

′
) ≽Ω

i (z, σ
′′
) and (z, σ

′′
) ≻Ω

i

(x, σ).
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As clari�ed above, the following assumption naturally follows from what

is commonly understood by nudge.

Assumption 2 (Motivational irrelevance,MI). A nudge is a motivationally

irrelevant ancillary condition.

According to Thaler and Sunstein (2008), the libertarian aspect of their

strategies lies in the straightforward insistence that people should be �free

to do what they like and to opt out of undesirable arrangements if they

want to do so�. In stating that people are free to choose what they prefer,

their strategy apparently ensures that the necessary condition for intentional

action is respected.

Assumption 3 (Intentionality, I). Choice is intentional. If x is systemat-

ically chosen over y when the ancillary condition is σ, i.e. ciσ = x, then

(x, σ) ≻Ω
i (y, σ).

Now I prove the main result of the paper, i.e. that the previous three

assumptions are incompatible.

Proposition. For any given pair of alternatives (x, y) and any given pair of

ancillary conditions (σ, σ
′
) ∈ Σ such that ciσ = x and ciσ′ = y, if ≽Ω

i is be-

haviourally transitive and ancillary conditions are motivationally irrelevant,

then i is acting unintentionally.

Proof. If ciσ = x and ciσ′ = y but (x, σ)⊥(y, σ) and (x, σ
′
)⊥(y, σ

′
) by (MI)

and (I) the individual is acting unintentionally and the proof is complete.

Suppose therefore that (x, σ) ≻ (y, σ) and (y, σ
′
) ≻ (x, σ

′
). As ancillary
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conditions (σ, σ
′
) ∈ Σ are motivationally-irrelevant to i's action, for any pair

of alternatives (x, y): (x, σ) ∼Ω
i (or⊥)(x, σ

′
) and (y, σ) ∼Ω

i (or⊥)(y, σ
′
).

Suppose without loss of generality that (x, σ) ∼Ω
i (x, σ

′
) and (y, σ) ∼Ω

i

(y, σ
′
) (the proof is the same whenever either (x, σ)⊥Ω

i (x, σ
′
) or (y, σ)⊥Ω

i (y, σ
′
)

or both).

By (I) and (MI)

(y, σ
′
) ≻Ω

i (x, σ
′
) ∼Ω

i (x, σ), (x, σ) ≻Ω
i (y, σ) ∼Ω

i (y, σ
′
),

and, by (BT),

(y, σ
′
) ≻Ω

i (x, σ
′
) ∼Ω

i (x, σ) → (x, σ) ̸≻Ω
i (y, σ

′
)

(x, σ) ≻Ω
i (y, σ) ∼Ω

i (y, σ
′
) → (y, σ) ̸≻Ω

i (x, σ)

or (y, σ) ̸≻Ω
i (x, σ) ̸≻Ω

i (y, σ
′
) → (y, σ) ≼Ω

i (x, σ) ≼Ω
i (y, σ

′
)

implying (x, σ) ≼Ω
i (y, σ

′
) ∼Ω

i (y, σ), and, by (BT), (x, σ) ̸≻Ω
i (y, σ)

which violates (I), the assumption that choice is intentional.

One's autonomy is necessarily violated whenever her choice re�ects some-

one else's preferences. This is the case when the ancillary condition is set by

the choice architect. Let ≽P be its preference relation, de�ned over ancillary

conditions.

Corollary. For any pair of alternatives (x, y) and any pair of motivationally

- irrelevant ancillary conditions (σ, σ
′
) ∈ Σ, such that ciσ = x and ciσ′ = y,

if the ancillary condition is intentionally chosen, i's autonomy is violated.

Proof. By the previous proposition, for any pair of alternatives (x, y) and any

pair of motivationally-irrelevant ancillary conditions (σ, σ
′
) ∈ Σ such that

ciσ = x and ciσ′ = y, i is acting unintentionally. Suppose σ is intentionally

18



chosen. This implies that ciσ = x ≻P ciσ′ = y. As i's choice re�ects the

preference of the choice architect, i's autonomy is violated.

Notice that it is not from the fact that an ancillary condition is selected

that violation of individual autonomy is brought about, but by the fact that

the ancillary condition is intentionally chosen. This implies a superimposition

of the choice architect's preference over the individual' preferences.

6 Conclusion

In this paper I o�er a formal proof that nudged people act unintentionally and

that their autonomy is violated. More precisely, I prove that if individuals are

not open to money-pump manipulation and nudges are unable to motivate

behaviour (as it is required by the very de�nition of nudging), then they act

unintentionally. If this is the case, their choices just re�ect the preferences

of the choice architect; individuals are, in other words, manipulated. My

analysis shows that nudging is incompatible with liberal principles at a very

fundamental level.
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