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Abstract 
Both pessimistic and optimistic bilevel optimization problems may be not stable under 
perturbation when the lower-level problem has not a unique solution, meaning that the limit of 
sequences of solutions (resp. equilibria) to perturbed bilevel problems is not necessarily a 
solution (resp. an equilibrium) to the original problem. In this paper, we investigate the notion 
of lower Stackelberg equilibrium, an equilibrium concept arising as a limit point of pessimistic 
equilibria and of optimistic equilibria of perturbed bilevel problems. First, connections with 
pessimistic equilibria and optimistic equilibria are obtained in a general setting, together with 
existence and closure results. Secondly, the problem of finding a lower Stackelberg 
equilibrium is shown to be stable under general perturbation, differently from what happens for 
pessimistic and optimistic bilevel problems. Then, moving to the game theory viewpoint, the 
set of lower Stackelberg equilibria is proved to coincide with the set of subgame perfect Nash 
equilibrium outcomes of the associated Stackelberg game. These results allow to achieve a 
comprehensive look on various equilibrium concepts in bilevel optimization and in Stackelberg 
games as well as to add a new interpretation in terms of game theory to previous limit results 
on pessimistic equilibria and optimistic equilibria under perturbation. 
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1 Introduction

The study of bilevel optimization problems (BOP for short) holds a relevant role in the landscape of

both optimization theory and game theory. Starting from the work of von Stackelberg [56], where

a BOP is associated to a sequential game modelling a duopolistic competition of firms, such topics

have been the subject of deep investigation and increasing development in theory and applications.

This is testified by the surveys that continually appear in literature (see, for example, Vincente

and Calamai [55]; Colson, Marcotte and Savard [11]; Caruso, Lignola and Morgan [10]; Kleinert,

Labbé, Ljubić and Schmidt [19]), by the recent volume edited by Dempe and Zemkoho [16] and by

the fundamental and highly cited book by Dempe [14].

BOPs are hierarchical problems consisting of two optimization problems, one in the upper level

and another one in the lower level, both involving two decision variables: x and y. In the lower

level, y has to be chosen as an optimal solution to an optimization problem parameterized by x.

In the upper level, taking into account the constraint given by the set of optimal solutions in the

lower-level, another optimization problem has to be managed and a solution x should be found.

This setting corresponds to the situation where a first agent acting in the upper level, the leader,

wants to find an optimal solution for herself trying to forecast the behavior of a second agent acting

in the lower level, the follower, who takes his optimal decision after observed the choice of the agent

in the upper level.

Depending on the set of solutions to the lower-level problem and on the leader’s approaches, various

types of BOPs can be identified.

• Uniqueness of solutions in the lower level. In this case, the leader can perfectly forecast the

lower-level solution and she faces the so-called classical Stackelberg problem. For first results

on existence, approximation, well-posedness refer to Shimizu and Aiyoshi [51]; Loridan and

Morgan [31]; Morgan [44], for algorithms to [14, Chapter 6] and for further discussion to [10,

Sections 4.2.1 and 4.3.1].

• Non-uniqueness of solutions in the lower level: pessimistic approach. The leader believes

that the follower could choose the worst action for her in the set of solutions to the lower-

level problem. This situation leads to the so-called pessimistic BOP (or weak Stackelberg

problem). For first investigations refer to Molodtsov and Fedorov [43]; Leitmann [21]; Loridan

and Morgan [32]; Lignola and Morgan [29], for further discussion to Başar and Olsder [2,

Section 3.6] and to [10, Sections 4.3.2 and 4.4.1].

• Non-uniqueness of solutions in the lower level: optimistic approach. The leader believes that

the follower will choose the best action for her in the set of solutions to the lower-level problem.

This situation leads to the so-called optimistic BOP (or strong Stackelberg problem). For first

investigations refer to Bard [3]; Dempe [13]; Outrata [48]; Vicente, Savard and Júdice [54]; Ye

and Zhu [57]; Lignola and Morgan [25], for further discussion to [14] and [10, Sections 4.3.3

and 4.4.2].

• Non-uniqueness of solutions in the lower level: bayesian approach. The leader has information

that allows her to attribute some probabilities to the lower-level solutions. This circumstance
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leads to the so-called intermediate Stackelberg problem. For definitions and applications refer

to Mallozzi and Morgan [39, 37, 38], for a survey on the bilevel optimization under uncertainty

to Beck, Ljubić and Schmidt [4].

This paper concerns a new point of view, which is different from those described above and which

arises from the analysis of stability issues in pessimistic and optimistic bilevel optimization. In

fact, it is well-known that variational stability of pessimistic and optimistic BOPs (as well as

of intermediate Stackelberg problems) may fail, meaning that the limit of sequences of solutions

to perturbed bilevel problems may be not a solution to the original one (see, for example, [10,

Sections 4.3.2 and 4.3.3] for a comprehensive discussion), unless the lower-level problem has a

unique solution (see [31]). Nevertheless, relevant limit results have been achieved on the asymptotic

behavior of pessimistic and optimistic BOPs under perturbation. They are summarized in Table 1,

where only results on the “exact” problems are indicated but not those involving “approximated”

problems. Focusing on the asymptotic behavior of pessimistic and optimistic equilibria of perturbed

Bilevel

problem

Perturbation Results on the exact bilevel prob-

lem under perturbation

Loridan and Morgan [32, 33] pessimistic general perturbation on the

objective functions

stability of the lower-level problem, limit

theorems on the marginal functions and

values of the upper-level problem

Loridan and Morgan [34] pessimistic Tikhonov and Least-Norm

regularization on the lower-

level objective function

limit theorems on the sequence of pes-

simistic equilibria of Tikhonov-perturbed

(and least-norm-perturbed) problems

Loridan and Morgan [35] pessimistic Molodtsov regularization

on the lower-level objective

function

limit theorems on the sequence of opti-

mistic equilibria of Molodtsov-perturbed

problems

Dempe and Schmidt [15] optimistic inverse-Molodtsov (altruis-

tic) regularization on the

lower-level objective func-

tion

limit result on the sequence of lower-level

solutions of inverse-Molodtsov-perturbed

problems, definition of a descent algo-

rithm and convergence to a stationary

point

Lignola and Morgan [27] optimistic general perturbation on the

constraints sets defined by

inequalities and on the ob-

jective functions

stability of the lower-level problem, limit

theorems on the marginal functions and

values of the upper-level problem

Dempe [12] optimistic Tikhonov regularization on

the lower-level objective

function

definition of a bundle algorithm and con-

vergence to a stationary point

Dempe [14, Section 7.2] optimistic general perturbation on the

constraints sets defined by

inequalities and on the ob-

jective functions

limit theorem on the sequence of opti-

mistic equilibria of perturbed problems

Table 1: Limit results on exact pessimistic and optimistic BOPs under perturbation.

bilevel problems, in all the limit results [34, Theorem 3.6], [35, Propositions 12, 13 and 23] and [14,

Theorem 7.12], the limit pair (x̄, ȳ) satisfies the same conditions: ȳ is a solution to the lower-level

problem parameterized by x̄ and the value of the upper-level objective function in (x̄, ȳ) is not

greater than the value of the pessimistic BOP. In literature, such a pair has been referred to as

lower Stackelberg equilibrium by Loridan and Morgan, who introduced the concept in the context

of approximate solutions to pessimistic BOPs (see [32, Section 5]), and as lower optimal solution
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by Dempe, who used this concept in the framework of algorithmic methods in optimistic BOPs

(see [14, Section 5.1]).

The aim of the paper is to investigate the concept of lower Stackelberg equilibrium (LSE for

short). We will develop the study of this notion from the viewpoint both of optimization and of

game theory.

First, in the framework of bilevel optimization, we show results on non-emptiness and closure of

the set of LSEs and on connections with the sets of pessimistic and of optimistic equilibria. In par-

ticular, the problem of finding an LSE includes those of finding equilibria of both pessimistic and

optimistic BOPs and it coincides with them when the set of solutions to the lower-level problem is

a singleton. Moreover, differently from the pessimistic and optimistic BOPs, the lower Stackelberg

equilibrium problem is variationally stable. In fact, under mild assumptions on the convergence

of the perturbed constraints sets and of the perturbed objective functions, the limit of sequences

of LSEs under perturbation is proved to be an LSE. Besides showing a solution concept in bilevel

optimization for which stability holds, this result extends the previous limit theorems [34, Theo-

rem 3.6], [35, Propositions 13] and [14, Theorem 7.12].

Then, moving to the framework of Stackelberg games, we show that the lower Stackelberg equi-

librium notion is strongly connected with the subgame perfect Nash equilibrium notion (SPNE for

short) introduced by Selten [49], which is the most widely used solution concept in sequential games

of perfect information (see, for example, [2, 42]). Indeed, we prove that the set of LSEs coincides

with the set of SPNE-outcomes (see, for example, [42, Chapter 3] for the definition of outcome in

a game), that is the problems of finding an LSE and an SPNE-outcome are equivalent. This result

allows to achieve a final view on the connections among the solution concepts in bilevel optimization

and in Stackelberg games. Moreover, on the one hand, it provides a relevant characterization of

the set of SPNE-outcomes of a Stackelberg game and it generalizes some results on the asymptotic

behavior of SPNEs of perturbed Stackelberg games in Caruso, Ceparano and Morgan [7, 8]. On the

other hand, this equivalence gives a new interpretation in terms of game theory for the LSE and,

consequently, for the approximation methods and numerical algorithms based on the convergence

of sequences of pessimistic or optimistic equilibria of bilevel problems under specific perturbations.

The paper is organized as follows. In Section 2, we discuss the issue of stability in bilevel

optimization. More precisely, we recall the known literature results on the asymptotic behavior

of pessimistic BOPs under perturbation (Section 2.1) and of optimistic BOPs under perturbation

(Section 2.2). In Section 3, the notion of lower Stackelberg equilibrium is presented and investi-

gated. First, we show results on the existence, the closure and the connections with pessimistic

and optimistic equilibria (Section 3.1). Secondly, we prove the stability of the LSE problem (Sec-

tion 3.2). In Section 4, we study the LSE concept in the framework of game theory. After introduced

the Stackelberg game setting and presented the notion of subgame perfect Nash equilibrium (Sec-

tion 4.1), we show the equality between the sets of LSEs and of SPNE-outcomes, together with

some related consequences (Section 4.2). Finally, in Section 5 we state conclusions and directions

for future research. In particular, we provide an hint on the extension of the whole analysis to the

framework of bilevel problems with Nash equilibrium constraints and associated Stackelberg games

with multiple followers.
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2 Starting point: stability issues in bilevel optimization

In this section we recall the definitions of pessimistic and optimistic BOP, their related solution

notions, and some first literature results concerning the behavior of these problems when perturba-

tions occur in the data. Throughout the section, regardless of the nature (pessimistic or optimistic)

of the problem, the objective functions of the upper-level and lower-level problems are denoted by

l : RN × RM → R and f : RN × RM → R, respectively, the set of constraints of the upper-level

problem is X ⊆ RN , and the set of constraints of the lower-level problem varies with x ∈ X and is

denoted by Y(x) ⊆ RM , where Y is a set-valued map from RN to RM . We deal with a minimization

setting, as usual in optimization literature; nevertheless all the results can be adapted also to a

maximization context.

2.1 On pessimistic bilevel optimization under perturbation

Let us consider the pessimistic BOP (or weak Stackelberg problem) defined as follows:

(PB)


min
x∈X

sup
y∈Ψ(x)

l(x, y)

where Ψ(x) = argmin
y∈Y(x)

f(x, y);

reminding that argminy∈Y(x) f(x, y) indicates the set {y ∈ Y(x) | f(x, y) ≤ f(x, z) for any z ∈
Y(x)}. The related solution concepts and values are recalled below.

Definition 2.1 ([32]) A vector x̄ is a (weak Stackelberg or pessimistic) solution to (PB) if

x̄ ∈ argmin
x∈X

sup
y∈Ψ(x)

l(x, y),

that is, supy∈Ψ(x̄) l(x̄, y) = infx∈X supy∈Ψ(x) l(x, y).

The (possibly infinite) number vP = infx∈X supy∈Ψ(x) l(x, y) is called (pessimistic or security) value

of (PB).

A pair (x̄, ȳ) is a (pessimistic or weak Stackelberg) equilibrium of (PB) if x̄ is a solution to (PB)

and ȳ ∈ Ψ(x̄).

Problem (PB) is renowned to have problems of well-posedness. In fact, the existence of pes-

simistic solutions and equilibria is not guaranteed, even under compactness and continuity as-

sumptions, because of the possible lack of lower semicontinuity of the set-valued map Ψ (see [32,

Remark 2.1], [2, Remark 4.3] and also, for example, [10, Section 4.3.2]). Moreover, even the (vari-

ational) stability may be missing for (PB). Indeed, if x̄n is a solution to the perturbed pessimistic

BOP

(PB)n


min
x∈Xn

sup
y∈Ψn(x)

ln(x, y)

where Ψn(x) = argmin
y∈Yn(x)

fn(x, y),

for any n ∈ N and the sequence (x̄n)n converges to x̄, then x̄ is not ensured to be a solution to

(PB), even under strong assumptions on the convergence of (Xn)n, (Yn)n, (ln)n and (fn)n to X,

4



Y, l and f , respectively. The same bad-behavior may also happen for pessimistic equilibria and

values (see [32, 29] and also, for example, [10, Section 4.3.2]).

Despite that, other relevant properties on the asymptotic behavior of (PB)n have been firstly shown

by Loridan and Morgan in [32] and in [34] when constraint sets are unperturbed and the constraint

set of the lower-level problem does depend on x.

Before presenting the first result, proved in [32, Sections 4 and 5], let us define the marginal (or

value) functions for the lower-level and the upper-level problem in (PB) and (PB)n:

ωP (x) = sup
y∈Ψ(x)

l(x, y), ωP
n (x) = sup

y∈Ψn(x)
ln(x, y), (1)

τ(x) = inf
y∈Y(x)

f(x, y), τn(x) = inf
y∈Yn(x)

fn(x, y), (2)

and let us denote with vPn the value of (PB)n. Moreover, we recall that the sequence of (real-

valued) functions (ln)n continuously converges to l if limn→+∞ ln(xn, yn) = l(x, y) for any sequence

(xn, yn)n converging to (x, y); see, for example, [20, Chapter 2, §20-VI].

Theorem 2.1 (Propositions 4.1, 4.2 and 5.1 in [32]). Let Xn = X and Yn(x) = Y(x) = Y for

each n ∈ N and x ∈ X. Assume that Y is compact and that the sequences (ln)n and (fn)n are

continuously convergent to l and f , respectively. Then:

i) for each (x, y) ∈ X × Y , each sequence (xn)n converging to x and each sequence (yn)n such that

ynk
∈ Ψnk

(xnk
) and (ynk

)k converges to y for a subsequence (nk) ⊆ N, we have y ∈ Ψ(x);

ii) the sequence (τn)n continuously converges to τ ;

iii) for each x ∈ X there exists a sequence (xn)n converging to x such that

lim sup
n→+∞

wP
n (xn) ≤ ωP (x);

iv) lim sup
n→+∞

vPn ≤ vP .

Remark 2.1 The continuous convergence of the sequences (ln)n and (fn)n to l and f in Theo-

rem 2.1 is assumed just for the sake of readability; the result still holds under weaker convergence

hypotheses (see [32, Section 3]). Results of Theorem 2.1 have been extended in [29] to the more

general case where the constraints sets are perturbed and the constraints set of the lower-level

problem depends on x.

Hence, Theorem 2.1 provides limit results concerning both the lower-level problem and the upper-

level problem of (PB)n. In fact, on the one hand, Theorem 2.1 i)-ii) means that the limit of

solutions (resp. of the values) of the lower-level problem of (PB)n is a solution (resp. the value)

of the lower-level problem of (PB); and this holds not only for any x fixed, but for any sequence

converging to x (in particular, Theorem 2.1 i) means that the sequence of set-valued maps (Ψn)n is

upper convergent to Ψ; see, for example, Section 3.2 for the definition). So stability for solutions and

values of the lower-level problem of (PB) under perturbation holds. On the other hand, reminding

5



that the stability for the values of (PB) under perturbation is not guaranteed, Theorem 2.1 iii)

describes a limit result for the sequence of marginal functions of the upper-level problem of (PB)n
(which is weaker than the continuous convergence achieved for (τn)n) and Theorem 2.1 iv) tells

that the value of (PB) is an upper bound for the limit of the sequence of the values of (PB)n.

The second result, shown in [34, Section 3], is a limit theorem for the sequence of equilibria of

(PB)n when the lower-level problem is perturbed via the Tikhonov regularization [53].

Theorem 2.2 (Theorem 3.6 in [34]). Let Xn = X and Yn(x) = Y(x) = Y for each n ∈ N and

x ∈ X, and

ln(x, y) = l(x, y) and fn(x, y) = f(x, y) + αn∥y∥2

for each (x, y) ∈ X × Y , where the sequence (αn)n ⊆]0,+∞[ converges to 0. Assume that X is

compact, Y is compact and convex, l and f are continuous, and f(x, ·) is convex for each x ∈ X.

If (x̄n, ȳn) is an equilibrium of (PB)n for each n ∈ N, then each accumulation point (x̄, ȳ) of the

sequence (x̄n, ȳn)n satisfies

ȳ ∈ Ψ(x̄) and l(x̄, ȳ) ≤ inf
x∈X

sup
y∈Ψ(x)

l(x, y). (3)

Remark 2.2 The original result [34, Theorem 3.6] requires assumptions weaker than continuity

on l and f . Moreover, analogous results hold also when the least-norm regularization [52] and

the Molodtsov regularization [43] are used in the lower-level problem of (PB)n; see [34, Section 2]

and [35], respectively. It is worth highlighting that further results on the use of the Tikhonov

regularization in bilevel problems have been provided by Dempe in [12].

2.2 On optimistic bilevel optimization under perturbation

Now we deal with stability issues in the optimistic BOP (or strong Stackelberg problem):

(OB)


min
x∈X

inf
y∈Ψ(x)

l(x, y)

where Ψ(x) = argmin
y∈Y(x)

f(x, y).

Let us recall the concepts of solution and equilibrium associated to problem (OB).

Definition 2.2 ([27, 14]) A vector x̄ is a (strong Stackelberg or optimistic) solution to (OB) if

x̄ ∈ argmin
x∈X

inf
y∈Ψ(x)

l(x, y),

that is, infy∈Ψ(x̄) l(x̄, y) = infx∈X infy∈Ψ(x) l(x, y).

The (possibly infinite) number vO = infx∈X infy∈Ψ(x) l(x, y) is called (optimistic) value of (OB).

A pair (x̄, ȳ) is an (optimistic or strong Stackelberg) equilibrium of (OB) if x̄ is a solution to (OB)

and ȳ ∈ argminy∈Ψ(x̄) l(x̄, y).

Differently from (PB), existence of solutions to (OB) can be ensured under mild assumptions

on the data (see, in the case of constraints sets defined by inequalities, [27, Proposition 2.2] for
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conditions of minimal character and [14, Theorem 5.2] for a differentiable setting). Instead, vari-

ational stability of (OB) may fail under “nice” assumptions. The limits of sequences of solutions

(resp. values, or equilibria) to perturbed optimistic BOPs

(OB)n


min
x∈Xn

inf
y∈Ψn(x)

ln(x, y)

where Ψn(x) = argmin
y∈Yn(x)

fn(x, y),

when varying n ∈ N, may be not solutions (resp. values, or equilibria) to (OB), see for example

[27, Example 4.1] and [14, Section 7.2].

Although the possible lack of stability for (OB), some first interesting limit results have been

achieved on the asymptotic behavior of (OB)n by Lignola and Morgan [27] and by Dempe [12].

In order to present them, we set the framework where the constraints sets of the upper and lower

level of (OB) and (OB)n are identified by a finite numbers of inequalities. Let X and Y in (OB)

be defined as follows:

X = {x ∈ X | g(x) ≤ 0} and Y(x) = {y ∈ Y | h(x, y) ≤ 0},

where X ⊆ RN , Y ⊆ RM , g : X → RP with g(x) = (g1(x), . . . , gP (x)) and h : X × Y → RQ with

h(x, y) = (h1(x, y), . . . , hQ(x, y)). Analogously, in (OB)n let

Xn = {x ∈ X | gn(x) ≤ 0} and Yn(x) = {y ∈ Y | hn(x, y) ≤ 0},

where gn : X → RP with gn(x) = (g1n(x), . . . , g
P
n (x)) and hn : X × Y → RQ with hn(x, y) =

(h1n(x, y), . . . , h
Q
n (x, y)). Moreover, the continuous convergence of the sequence of (vector-valued)

functions (gn)n to g has to be understood as the continuous convergence of (gin)n to gi for each

i ∈ {1, . . . , P}.
The first limit result, proved in [27, Section 4], involves the sequences of set-valued maps (Ψn)n,

the sequence of values (vOn )n of (OB)n, and the marginal functions of the lower-level and the

upper-level problem in (OB) and (OB)n:

ωO(x) = inf
y∈Ψ(x)

l(x, y), ωO
n (x) = inf

y∈Ψn(x)
ln(x, y), (4)

τ(x) = inf
y∈Y(x)

f(x, y), τn(x) = inf
y∈Yn(x)

fn(x, y).

Theorem 2.3 (Theorem 4.1 in [27]). Assume that X and Y are compact, that for each x ∈ X

there exists y ∈ Y such that maxj=1,...,Q h
j(x, y) < 0, that the function hjn(x, ·) is semistrictly

quasiconvex for any x ∈ X, j ∈ {1, . . . , q} and n ∈ N, and that the sequences (gn)n, (hn)n, (ln)n,

(fn)n are continuously convergent to g, h, l, f , respectively. Then:

i) for each (x, y) ∈ X×Y , each sequence (xn)n converging to x and each sequence (yn)n ⊆ Y such

that ynk
∈ Ψnk

(xnk
) and (ynk

)k converges to y for a subsequence (nk) ⊆ N, we have y ∈ Ψ(x);

ii) the sequence (τn)n continuously converges to τ ;
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iii) for each x ∈ RN and each sequence (xn)n converging to x, we have

ωO(x) ≤ lim inf
n→+∞

wO
n (xn);

iv) vO ≤ lim inf
n→+∞

vOn .

Remark 2.3 We assumed the continuous convergence of the sequences (gn)n, (hn)n and (ln)n
to g, h and l just for the sake of readability. It is worth to highlight that, in [27, Theorem 4.1],

weaker convergence hypotheses are assumed. Moreover, we recall that the semistrict quasiconvexity

assumption (referred also as strict quasiconvexity in [41, Chapter 9]) means that hjn(x, λy′ + (1 −
λ)y′′) < max{hjn(x, y′), hjn(x, y′′)} for any λ ∈]0, 1[ and any y′, y′′ such that hjn(x, y′) ̸= hjn(x, y′′);

see, for example, [6, Definition 2.3.1].

The answers on the lower-level problem of (OB) under perturbation shown in Theorem 2.3 i)-ii)

are the same of the ones obtained for (PB) in Theorem 2.1: the sequence of set-valued functions

(Ψn)n upper converges to Ψ and the sequence (τn)n continuously converges to τ . Concerning the

upper-level problem, Theorem 2.3 iii) provides a kind of “half” continuous convergence of (ωO
n )n

to ωO which is stronger than the pessimistic counterpart obtained in Theorem 2.1 iii). Instead,

Theorem 2.3 iv) states that the value of (OB) is a lower bound for the limit of the sequence of

values of (OB)n, which is the mirror condition of Theorem 2.1 iv).

The second limit result, shown in [14, Section 7.2], regards a property of the limit of sequences

of equilibria of (OB)n.

Theorem 2.4 (Theorem 7.12 in [14]). Let X = RN and Y = RM . Assume that the set {(x, y) ∈
RN × RM | h(x, y) ≤ 0} is non-empty and compact, that for each (x, y) with x ∈ X and y ∈ Y(x)

there exists a direction d ∈ RN satisfying ∇xh
j(x, y) · d < 0 for each j such that hj(x, y) = 0, and

that the sequences (gn)n, (hn)n, (ln)n, (fn)n are continuously convergent to g, h, l, f , respectively.

If (x̄n, ȳn) is an equilibrium of (OB)n for each n ∈ N, then each accumulation point (x̄, ȳ) of the

sequence (x̄n, ȳn)n satisfies

ȳ ∈ Ψ(x̄) and l(x̄, ȳ) ≤ inf
x∈X

sup
y∈Ψ(x)

l(x, y). (5)

Remark 2.4 We highlight that in [14, Theorem 7.12] the set Y(x) is defined as the set of solutions

to a finite number of inequalities and equalities and the usual Mangasarian-Fromowitz constraint

qualification is assumed. Moreover, in the original statement of the theorem the “pointwise conver-

gence” is assumed, which coincides to what we defined in this paper as “continuous convergence”.

These slight changes are made just for uniforming the presentation of the results in the section.

3 Lower Stackelberg equilibrium

By looking at Theorem 2.2 and Theorem 2.4, the limits of sequences of equilibria both in particular

perturbed pessimistic bilevel problems and in general perturbed optimistic bilevel problems satisfy

identical conditions, namely (3) and (5). In the original statements, such limit points are denoted

with two different terms:
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• lower Stackelberg equilibrium in [34, Theorem 3.6], first introduced by Loridan and Morgan in

the framework of the approximation of pessimistic BOPs by means of approximate solutions

(see [32, Remark 5.3]);

• lower optimal solution in [14, Theorem 7.12], presented by Dempe as a surrogate solution

concept in order to manage numerical difficulties arising in optimistic BOPs (see [14, p. 126,

Equation (5.8)]).

In any way, these limit points are solutions to the following problem:

(LS)


find (x̄, ȳ) such that

x̄ ∈ X, ȳ ∈ Ψ(x̄) and l(x̄, ȳ) ≤ inf
x∈X

sup
y∈Ψ(x)

l(x, y),

where Ψ(x) = argmin
y∈Y(x)

f(x, y).

In this section we investigate some key-issues on the solutions to (LS), as their existence, their

closure, their stability and their connections with solutions or equilibria of problems (PB) and

(OB).

Since (LS) can be recognized as an equilibrium problem corresponding to a sequential interaction

between two players where one player chooses x and the other player chooses y, we continue to use

the denomination lower Stackelberg equilibrium to indicate a solution to (LS).

Definition 3.1 A pair (x̄, ȳ) is a lower Stackelberg equilibrium if it solves problem (LS).

Remark 3.1 An LSE is well-defined provided that infx∈X supy∈Ψ(x) l(x, y) > −∞; so in the sequel

we will consider this condition always satisfied. Moreover, note that if (x̄, ȳ) is an LSE, then

infx∈X infy∈Ψ(x) l(x, y) ≤ l(x̄, ȳ) ≤ infx∈X supy∈Ψ(x) l(x, y).

3.1 Existence, closure and connections with pessimistic and optimistic equilib-

ria

First the non-emptiness and the closure of the set of solutions to (LS), denoted with ELS , is proved.

Proposition 3.1. Assume that X is compact, Y is a continuous set-valued map with compact

values, l is lower semicontinuous and f is continuous. Then:

i) ELS ̸= ∅;

ii) ELS is closed.

Proof. First note that, since f is continuous and Y is continuous and compact-valued, then the set-

valued map Ψ is upper semicontinuous and has non-empty compact values by the Berge maximum

theorem (see, for example [5, Theorem 12.1]).

Proof of i). Being Ψ upper semicontinuous with compact values and l lower semicontinuous, the

marginal function infy∈Ψ(·) l(·, y) is lower semicontinuous over the compact set X (see, for example,

9



[1, Theorem 1.4.16]). Thus, the set argminx∈X infy∈Ψ(x) l(x, y) is non-empty, that is there exists

x̄ ∈ X satisfying

inf
y∈Ψ(x̄)

l(x̄, y) ≤ inf
y∈Ψ(x)

l(x, y) for any x ∈ X. (6)

Moreover, since l is lower semicontinuous and Ψ(x̄) is non-empty and compact, then there exists

ȳ ∈ argminy∈Ψ(x̄) l(x̄, y). Let us show that the pair (x̄, ȳ) is an LSE. In fact, by definition of ȳ and

(6), we have ȳ ∈ Ψ(x̄) and

l(x̄, ȳ) = inf
y∈Ψ(x̄)

l(x̄, y) ≤ inf
y∈Ψ(x)

l(x, y) ≤ sup
y∈Ψ(x)

l(x, y) for each x ∈ X.

Hence l(x̄, ȳ) ≤ infx∈X supy∈Ψ(x) l(x, y) and the proof of i) is complete.

Proof of ii). Let (x̄n, ȳn)n be a sequence converging to (x̄, ȳ) such that (x̄n, ȳn) is a solution to (LS)

for each n ∈ N. We need to prove that (x̄, ȳ) is an LSE.

First, x̄ ∈ X by compactness of X. Moreover, since Ψ is an upper semicontinuous set-valued

map with compact values, then Ψ is closed (see, for example, [1, Proposition 1.4.8]). So, being

ȳn ∈ Ψ(x̄n) for each n ∈ N by definition of LSE, it follows that ȳ ∈ Ψ(x̄).

Finally, since l is lower semicontinuous and (x̄n, ȳn) is a solution to (LS) for each n ∈ N, then

l(x̄, ȳ) ≤ lim inf
n→+∞

l(x̄n, ȳn) ≤ inf
x∈X

sup
y∈Ψ(x)

l(x, y),

so (x̄, ȳ) is an LSE.

The next result shows the connections among the set of equilibria of (PB) and of (OB), denoted

by EPB and EOB, respectively, and the set of lower Stackelberg equilibria.

Proposition 3.2. The following relations hold:

i) EPB ∪ EOB ⊆ ELS;

ii) EPB = EOB = ELS if Ψ is single-valued.

Proof. Proof of i). Note that, in the proof of Proposition 3.1 i), we have proved that a pair (x̄, ȳ)

satisfying x̄ ∈ argminx∈X infy∈Ψ(x) l(x, y) and ȳ ∈ argminy∈Ψ(x̄) l(x̄, y) is an LSE. So the existence

of an LSE has been obtained by showing the existence of an optimistic equilibrium. Moreover, we

have implicitly show that, regardless of the assumptions, the set of optimistic equilibria is included

in the set of LSEs. Hence, now it is sufficient to prove the inclusion EPB ⊆ ELS . Let (x̄, ȳ) ∈ EPB.

By definition of equilibrium of (PB) we have ȳ ∈ Ψ(x̄) and

l(x̄, ȳ) ≤ sup
y∈Ψ(x̄)

l(x̄, y) = inf
x∈X

sup
y∈Ψ(x)

l(x, y),

so (x̄, ȳ) ∈ ELS .
Proof of ii). Suppose that Ψ is single-valued and let ψ : RN → RM be the function such that

Ψ(x) = {ψ(x)} for any x ∈ RN . In this case ψ(x) is the unique solution to the lower-level problem
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for each x ∈ X in (PB), (OB) and (LS). So, the questions of finding an equilibrium of (PB), an

equilibrium of (OB) and an LSE collapse in the problem:
find (x̄, ȳ) such that

x̄ ∈ X, ȳ = ψ(x̄) and l(x̄, ȳ) = inf
x∈X

l(x, ψ(x)),

where {ψ(x)} = argmin
y∈Y(x)

f(x, y),

corresponding to the problem of finding a (classical) Stackelberg equilibrium (see [33, Section 2] or,

for example [14, Section 5] and [10, Section 4.2.1]). Hence, the sets EPB, EOB and ELS coincide.

Remark 3.2 The following example shows that the inclusion in Proposition 3.2 i) cannot be

reversed and that ELS may be a non-convex set.

Example 3.1 Let X = [0, 2], Y(x) = [−1, 1] for any x ∈ X,

l(x, y) = −x− y and f(x, y) =

{
0, if x ∈ [0, 1]

(x− 1)y, if x ∈]1, 2].

The set-valued map Ψ is defined by:

Ψ(x) =

{
[−1, 1], if x ∈ [0, 1]

{−1}, if x ∈]1, 2].

There is a unique equilibrium of (PB) and a unique equilibrium of (OB), namely (2,−1) and (1, 1),

respectively. Instead, the set of LSEs is {(x, y) ∈ [0, 1]2 | y ≥ −x+ 1} ∪ {(2,−1)}.
Graphical representations are provided in Figure 1. More precisely, Figure 1a depicts the sets

EPB = {(xP , yP )} (cross), EOB = {(xO, yO)} (black dot) and ELS (in gray). So it is immediate to

see that there exist LSEs that are neither equilibria of (PB) nor equilibria of (OB) and that the set

ELS is not convex. Figure 1b shows the graphs of the marginal functions ωP (zigzag line) and ωO

(straight line) defined in (1) and (4), the projection of the set of LSEs on X (crosses) and the set

{(x, v) ∈ X × R | x ∈ proj(ELS) and infx∈X ωO(x) ≤ v ≤ infx∈X ωP (x)} in gray. This emphasizes

that the set of values achievable by the function l when (x, y) varying in ELS is [vO, vP ], which

agrees with Remark 3.1.

Finally, we observe also that the set {(x̄, ȳ) | x̄ is a solution to (OB) and ȳ ∈ Ψ(x̄)} is not a subset

of ELS , i.e. the fact that x̄ is an optimistic solution and ȳ solves the lower-level problem parametrized

by x̄ does not guarantee that (x̄, ȳ) is an LSE. In fact, consider the pair (x̄, ȳ) = (1,−1). Then:

1 ∈ argmin
x∈[0,2]

sup
y∈Ψ(x)

l(x, y) and − 1 ∈ Ψ(1),

but l(1,−1) = 0 > −1 = infx∈[0,2] supy∈Ψ(x) l(x, y).

11
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Figure 1: Graphical representations of Example 3.1.

3.2 Stability and related results

Now we deal with the issue of stability of lower Stackelberg equilibria. For any n ∈ N, consider the
perturbed problem

(LSn)


find (x̄n, ȳn) such that

x̄n ∈ Xn, ȳn ∈ Ψn(x̄n) and ln(x̄n, ȳn) ≤ inf
x∈Xn

sup
y∈Ψn(x)

ln(x, y),

where Ψn(x) = argmin
y∈Yn(x)

fn(x, y).

Given a sequence (x̄n, ȳn)n where (x̄n, ȳn) is a solution to (LS)n for each n ∈ N, we will investigate
whether the limit of such a sequence of LSEs of perturbed problems is an LSE of the original

problem (LS). First, it is worth to recall the Painlevé-Kuratowski notions of convergence for sets

and set-valued maps that will be used in the sequel of the section (see, for example, [20, Ch. 2,

§29], [1, Sect. 1.1] and [23, Sect. 2.2] for definitions).

Let (An)n be a sequence of sets with An ⊆ RN for each n ∈ N.

• The lower limit of (An)n is defined by

Liminf
n→+∞

An := {a ∈ RN | ∃ (an)n converging to a s.t. an ∈ An ∀n ∈ N},

that is, a ∈ Liminfn→+∞An if and only if a is the limit of a sequence (an)n with an ∈ An for

each n ∈ N.
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• The upper limit of (An)n is defined by

Limsup
n→+∞

An := {a ∈ RN | ∃ (ak)k converging to a

s.t. ak ∈ Ank
for a subsequence (nk)k ⊆ N},

that is, a ∈ Limsupn→+∞An if and only if a is a cluster point of a sequence (an)n with

an ∈ An for each n ∈ N.

Let K and Kn be set-valued maps from RN to RM for any n ∈ N.

• The sequence (Kn)n is lower convergent to K if K(a) ⊆ Liminf Kn(an) for each a ∈ RN and

each sequence (an)n converging to a.

• The sequence (Kn)n is upper convergent to K if LimsupKn(an) ⊆ K(a) for each a ∈ RN and

each sequence (an)n converging to a.

Before showing the main result on the stability of (LS), we prove two preliminary lemmas. The first

one concerns the convergence of the sequence of set-valued maps (Ψn)n, and it is a generalization

of results already obtained when Yn(x) is fixed, i.e. it does not depend on n and on x ([32,

Proposition 4.1]), or when Yn(x) is defined by inequalities ([27, Proposition 4.1]).

Lemma 3.1. Assume that the sequence of set-valued maps (Yn)n is lower convergent to Y and that

the sequence of functions (fn)n is continuously convergent to f . Then, the sequence of set-valued

maps (Ψn)n is upper convergent to Ψ.

Proof. Let (xn)n be a sequence converging to x and ȳ ∈ Limsupn→+∞Ψn(xn). We have to prove

that ȳ ∈ Ψ(x), namely f(x, ȳ) ≤ f(x, y) for any y ∈ Y(x).

Let y ∈ Y(x). By the lower convergence of the sequence of set-valued maps (Yn)n to Y, there exists

a sequence ỹn converging to y with ỹn ∈ Yn(xn) for each n ∈ N. Moreover, ȳ ∈ Limsupn→+∞Ψn(xn)

implies that there exists a subsequence of integers (nk)k ⊆ N and a sequence (ȳk)k such that (ȳk)k
converges to ȳ and ȳk ∈ Ψnk

(xnk
) for each k ∈ N. Hence, since (fn)n continuously converges to f ,

we get

f(x, ȳ) = lim
k→+∞

fnk
(xnk

, ȳk) ≤ lim
k→+∞

fnk
(xnk

, ỹnk
) = f(x, y),

where the inequality holds because ȳk ∈ Ψnk
(xnk

) and ỹnk
∈ Ynk

(xnk
). So ȳ ∈ Ψ(x) and the proof

is complete.

The second lemma involves the marginal functions ωP
n and ωP defined in (1).

Lemma 3.2. Assume that the hypotheses of Lemma 3.1 hold, that the sequence (ln)n continuously

converges to l, that X ⊆ Liminfn→+∞Xn and that there exists a compact set Ω such that Yn(x) ⊆ Ω

for each (n, x) ∈ N × RN . Then, for any x ∈ X with ωP (x) ∈ R, there exists a sequence (xn)n
converging to x such that xn ∈ Xn for each n ∈ N and ωP

n (xn) < +∞ for n sufficiently large.

Proof. Let x ∈ X such that ωP (x) ∈ R. Since X ⊆ Liminfn→+∞Xn, there exists a sequence (xn)n
converging to x with xn ∈ Xn for each n ∈ N.
If ωP

n (xn) = −∞ for n sufficiently large, then the lemma is proved.
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Thus, assume it is not true that ωP
n (xn) = −∞ for n sufficiently large. So there exists a subsequence

(xnk
)k of (xn)n such that ωP

nk
(xnk

) > −∞ for each k ∈ N. Let us prove that ωP
nk
(xnk

) < +∞ for k

sufficiently large.

By contradiction, suppose that there exists a subsequence (xnkh
)h of (xnk

)k such that ωP
nkh

(xnkh
) =

+∞. Let M > 0. By definition of ωP
n , for each h ∈ N there exists ỹnkh

∈ Ψnkh
(xnkh

) such that

lnkh
(xnkh

, ỹnkh
) > M . In particular, we have ỹnkh

∈ Ynkh
(xnkh

) ⊆ Ω for each h ∈ N. Thus, by

the compactness of Ω, there exists a subsequence of (ỹnkh
)h converging to ỹ ∈ Ω and, in light of

Lemma 3.1, it follows that ỹ ∈ Ψ(x). To avoid heavy notations, we still denote by (ỹnkh
)h such a

subsequence. Since (ln)n continuously converges to l and ỹ ∈ Ψ(x), then

M ≤ lim
h→+∞

lnkh
(xnkh

, ỹnkh
) = l(x, ỹ) ≤ ωP (x).

This implies that ωP (x) = +∞ (as M is arbitrary), which is in conflict with the assumption

ωP (x) ∈ R. Hence ωP
nk
(xnk

) < +∞ for k sufficiently large and the statement is proved.

Now, let us show the stability for lower Stackelberg equilibria of problem (LS).

Theorem 3.1. Assume that:

H1) Liminfn→+∞Xn = X;

H2) there exists a compact set Ω such that Yn(x) ⊆ Ω for each (n, x) ∈ N× RN ;

H3) the sequence of set-valued maps (Yn)n is lower convergent to Y;

H4) the sequence of functions (ln)n continuously converges to l;

H5) the sequence of functions (fn)n continuously converges to f .

Let (x̄n, ȳn) be a solution to (LS)n for each n ∈ N. If the sequence (x̄n, ȳn)n converges to (x̄, ȳ),

then (x̄, ȳ) is a solution to (LS).

Proof. Let (x̄, ȳ) be the limit of the sequence (x̄n, ȳn)n. In light of assumption H1), we have x̄ ∈ X.

Moreover, since ȳ ∈ Liminfn→+∞Ψn(x̄n), by Lemma 3.1 we get ȳ ∈ Ψ(x̄). Now, let us show that

l(x̄, ȳ) ≤ infx∈X supy∈Ψ(x) l(x, y).

If infx∈X supy∈Ψ(x) l(x, y) = +∞ the theorem is proved. Taking into account that infx∈X supy∈Ψ(x) l(x, y) >

−∞ (see Remark 3.1), we assume infx∈X supy∈Ψ(x) l(x, y) ∈ R. We split the rest of the proof in

three steps, recalling that vPn and vP are defined in Section 2.1.

Claim 1 : for any x ∈ X there exists a sequence (xn)n such that xn ∈ Xn for each n ∈ N, the
sequence (xn)n converges to x and lim supn→+∞ ωP

n (xn) ≤ ωP (x).

Let x ∈ X. If ωP (x) = +∞, Claim 1 holds. If ωP (x) = −∞, then vP = infx∈X ωP (x) = −∞, which

contradicts what stated before Claim 1. So we assume that ωP (x) ∈ R. In light of Lemma 3.2,

there exists a sequence (x̃n)n converging to x such that x̃n ∈ Xn for each n ∈ N and ωP
n (x̃n) < +∞

for n sufficiently large. Let ϵ > 0. By definition of ωP
n , for each n ∈ N there exists yϵn ∈ Ψn(x̃n)

such that

ωP
n (x̃n)− ϵ < ln(x̃n, y

ϵ
n), (7)
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for n sufficiently large. In particular yϵn ∈ Yn(x̃n) and so, by assumption H2), y
ϵ
n ∈ Ω for each

n ∈ N. Thus there exists a subsequence (yϵnk
)k of (yϵn)n converging to yϵ ∈ Ω. Lemma 3.1 implies

that yϵ ∈ Ψ(x). Hence, by (7) and assumption H4), we have

lim sup
k→+∞

ωP
nk
(x̃nk

) ≤ lim sup
k→+∞

lnk
(x̃nk

, yϵnk
) + ϵ = l(x, yϵ) + ϵ ≤ ωP (x) + ϵ,

where the last inequality holds as yϵ ∈ Ψ(x) and by definition of ωP . Since ϵ is arbitrarily chosen,

then lim supk→+∞ ωP
nk
(x̃nk

) ≤ ωP (x) and so Claim 1 is proved.

Claim 2 : lim supn→+∞ vPn ≤ vP .

Let ϵ > 0. By definition of vP and reminding that vP ∈ R (see the beginning of the proof), there

exists xϵ ∈ X such that

ωP (xϵ) < vP + ϵ. (8)

Moreover, in light of Claim 1, there exists a sequence (x̃ϵn)n such that x̃ϵn ∈ Xn for each n ∈ N, the
sequence (x̃ϵn)n converges to xϵ and lim supn→+∞ ωP

n (x̃
ϵ
n) ≤ ωP (xϵ). Hence, by (8) and definitions

of vPn and vP , we have

lim sup
n→+∞

vPn ≤ lim sup
n→+∞

ωP
n (x̃

ϵ
n) ≤ ωP (xϵ) < vP + ϵ.

Being ϵ arbitrary, Claim 2 is shown.

Claim 3 : l(x̄, ȳ) ≤ vP .

Since (x̄n, ȳn) is a solution to (LS)n, then ln(x̄n, ȳn) ≤ vPn for each n ∈ N. So, by assumption H4)

and Claim 2, it follows that

l(x̄, ȳ) = lim
n→+∞

ln(x̄n, ȳn) ≤ lim sup
n→+∞

vPn ≤ vP .

Therefore Claim 3 is proved and the proof is complete.

Remark 3.3 Assumption H2) is connected with conditions used in previous works [28, 23, 7].

More precisely, H2) implies the sequential subcontinuity, as considered by Lignola and Morgan in

[23, Definition 2.1.5], of each set-valued map Yn. In fact, Theorem 3.1 still holds if H2) is replaced

by the sequential (equi -)subcontinuity of the sequence (Yn)n:

H̃2) for any x ∈ RN , any sequence (xn)n converging to x and any sequence (yn)n with yn ∈ Yn(xn)

for each n ∈ N, there exists a subsequence (ynk
) of (yn)n convergent to y ∈ RM .

We preferred to state the stronger assumption H2) just for the sake of readability. Moreover, H2)

collapses in hypothesis (F3) in [7] when Yn(x) = Yn for any x and n.

Theorem 3.1 shows that the limit of sequences of LSEs of the perturbed problems (LS)n is an

LSE of the original problem (LS). Hence, differently from what happens for problem (PB) and

problem (OB), variational stability holds for problem (LS). It is worth noting that Theorem 3.1

implies also the following limit results on the asymptotic behavior of problems (PB) and (OB).

Corollary 3.1. Assume H1)-H5). If (x̄n, ȳn) is an equilibrium of (PB)n for each n ∈ N, then

each accumulation point of the sequence (x̄n, ȳn)n is an LSE.
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Corollary 3.2. Assume H1)-H5). If (x̄n, ȳn) is an equilibrium of (OB)n for each n ∈ N, then

each accumulation point of the sequence (x̄n, ȳn)n is an LSE.

Therefore, on the one hand, Corollary 3.1 extends Theorem 2.2 where the constraints sets are

not perturbed and a specific perturbation on the objective functions is applied. On the other hand,

Corollary 3.2 extends Theorem 2.4 by accommodating possible non-differentiable frameworks.

4 From bilevel optimization to game theory

In this section we introduce the game theoretical framework associated to the BOPs. First, we

present the Stackelberg games and the notion of subgame perfect Nash equilibrium, that is the

traditional solution concept related to Stackelberg games. Then, we show the relation between the

subgame perfect Nash equilibrium and the lower Stackelberg equilibrium concepts.

4.1 Stackelberg games and the subgame perfect Nash equilibrium

Consider a situation where two agents have to take their decisions sequentially in two periods:

the agent acting in period 1, called leader, chooses an action x in her action set X; then, the

agent acting in period 2, called follower, observes x and chooses an action y in his set of available

actions Y(x), which depends on the leader’s choice. Once both agents acted, the leader receives the

payoff l(x, y) and the follower receives the payoff f(x, y). Such a strategic interaction represents,

in game theory, the so-called Stackelberg game (due to H. von Stackelberg who first described this

situation for sequential duopolies) or one-leader one-follower two-stage game or also single-leader

single-follower game, that we denote with Γ = ⟨X,Y, l, f⟩. The restriction of the set-valued map

Ψ to the set X is called follower’s best reply correspondence, since it assigns to each action x of the

leader the set of follower’s best reactions to x, that is the set of actions available to the follower

that maximize the follower’s payoff function f(x, ·) parameterized by the leader’s choice.

In light of the game theoretical framework just presented, the pessimistic BOP represents the

problem faced in a Stackelberg game by an “pessimistic” leader who believes that the follower will

choose the worst action for her in his set of best reactions. Analogously, the optimistic BOP has

an opposite interpretation (see [10, Section 4.2] for further discussion).

Now, let us recall the definition of a renowned solution concept for Stackelberg games and, in

general, for sequential games.

Definition 4.1 ([49]) A pair (x̄, φ̄) with x̄ ∈ X and φ̄ : X → Rm is a subgame perfect Nash

equilibrium of Γ = ⟨X,Y, l, f⟩ if the following two conditions are satisfied:

SE1) φ̄(x) ∈ Ψ(x) for each x ∈ X;

SE2) x̄ ∈ argminx∈X l(x, φ̄(x)).

Moreover, a pair (x̄, ȳ) is a subgame perfect Nash equilibrium outcome (SPNE-outcome for short)

of Γ if the following condition is satisfied:

SEout) there exists φ̄ : X → Rm such that (x̄, φ̄) is an SPNE of Γ and φ̄(x̄) = ȳ.
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By looking at Definition 4.1, it is immediate to note that the SPNE is a pair made of a vector

and a function, differently from the equilibrium concepts of (OB) and of (PB). The function φ̄ is

a strategy of the follower and states an action for the follower in each point of the game where he

is required to make a decision, i.e. for each action the leader may choose. This notion is crucial

for the principle of sequential rationality, which founds the SPNE concept: the players have to

behave optimally from any point of the game onwards, so even with regard to off the equilibrium

path actions. Conditions SE1) and SE2) formalize the sequential rationality for the follower and

the leader, respectively. The SPNE-outcome is the pair of actions actually taken by the leader and

the follower once the path described by the SPNE is realized. We recall that the SPNE is the most

known refinement of the Nash equilibrium solution concept (in fact, the players’ strategies in an

SPNE represent a Nash equilibrium when restricted to each subgame of the original game) and it

is the most used solution in the framework of sequential games with perfect information; see, [42,

2] for further discussion on definitions, properties and applications.

Remark 4.1 The existence of SPNEs is guaranteed when X and Y(x) are compact and l and f

are continuous (see [17]). Moreover, we mention that specific selection procedures for SPNEs in

Stackelberg games has been proposed in [45, 9, 40] by exploiting the Tikhonov regularization, the

proximal point algorithm and the Shannon entropy, respectively. Recently, the variational stability

for SPNEs and related outcomes has been investigated in [7] and a general method to construct an

SPNE starting from sequences of SPNEs of perturbed Stackelberg games has been defined in [8].

Given the game-theoretical interpretations of BOPs, it is reasonable to think the pessimistic

equilibrium and the optimistic equilibrium as solution concepts also in a Stackelberg game frame-

work. So one can legitimately use expressions like pessimistic equilibrium of the game Γ and

optimistic equilibrium of the game Γ. In particular, we mention that pessimistic and optimistic

equilibrium notions allow to define specific selections of SPNEs motivated according to the opti-

mistic and to the pessimistic attitudes of the leader, as presented in [10, Sections 4.2.5 and 4.3.5]

(see [18] for the general theory of selection in games).

4.2 Lower Stackelberg equilibria and SPNE-outcomes

Now we investigate how the problem (LS) enters in the framework of Stackelberg games. The next

result shows the connection between the concept of LSE and the concept of SPNE. Let us denote

with OSPN the set of SPNE-outcomes of a Stackelberg game Γ = ⟨X,Y, l, f⟩.

Theorem 4.1. Assume that the set-valued map Y is continuous and compact-valued and that the

payoff functions l and f are continuous. Then the set of lower Stackelberg equilibria and the set of

SPNE-outcomes coincide, that is ELS = OSPN .

Proof. We prove separately the two inclusions OSPN ⊆ ELS and ELS ⊆ OSPN .

Proof of OSPN ⊆ ELS . Let (x̄, ȳ) be an SPNE-outcome. By Definition 4.1, there exists φ̄ : X → RM

such that (x̄, φ̄) is an SPNE and φ̄(x̄) = ȳ.

First we have ȳ ∈ Ψ(x̄) by SE1). Moreover, in light of SE2) and SE1), we get

l(x̄, ȳ) = l(x̄, φ̄(x̄)) ≤ l(x, φ̄(x)) ≤ sup
y∈Ψ(x)

l(x, y)
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for any x ∈ X. Hence, l(x̄, ȳ) ≤ infx∈X supy∈Ψ(x) l(x, y) and (x̄, ȳ) is an LSE.

Proof of ELS ⊆ OSPN . Note that the continuity and the compact-valuedness of Y together with the

continuity of f guarantee that Ψ has non-empty compact values, by the Berge maximum theorem.

Let (x̄, ȳ) be an LSE and φ̄ : X → RM be a function satisfying

φ̄(x̄) = ȳ and φ̄(x) ∈ argmax
y∈Ψ(x)

l(x, y) for any x ∈ X \ {x̄},

which is well-defined since Ψ has non-empty compact values and l is continuous. Let us show that

(x̄, φ̄) is an SPNE.

By the definitions of φ̄ and of LSE, condition SE1) holds.

In order to show SE2), it is sufficient to prove that l(x̄, ȳ) ≤ l(x, φ̄(x)) for each x ∈ X \ {x̄}, as
ȳ = φ̄(x̄).

Let x ∈ X \ {x̄}. Since φ̄(x) ∈ argmaxy∈Ψ(x) l(x, y), then l(x, φ̄(x)) ≥ l(x, y) for any y ∈ Ψ(x) and

so

sup
y∈Ψ(x)

l(x, y) ≤ l(x, φ̄(x)).

In light of the above and by definition of LSE, we get

l(x̄, ȳ) ≤ inf
z∈X

sup
y∈Ψ(z)

l(z, y) ≤ inf
z∈X\{x̄}

sup
y∈Ψ(z)

l(z, y) ≤ inf
z∈X\{x̄}

l(z, φ̄(z)) ≤ l(x, φ̄(x)).

Since x is arbitrarily chosen in X \ {x̄}, then SE2) holds. Hence, being ȳ = φ̄(x̄), then SEout) is

satisfied and the pair (x̄, ȳ) is an SPNE-outcome.

Therefore, Theorem 4.1 makes it legitimate referring to the solutions to (LS) as the lower

Stackelberg equilibria of the game Γ. Hence, in light of Theorem 4.1 and Proposition 3.2, we can

obtain a comprehensive picture on the connections among the considered equilibrium concepts in

Stackelberg games (and in bilevel optimization), as represented in Figure 2.

EPB EOB

ELS = OSPN

Figure 2: Relation between equilibrium concepts of a Stackelberg game Γ = ⟨X,Y, l, f⟩.

This achievement has interesting implications, both in game theory and in bilevel optimization

frameworks.

From a game-theoretical point of view, Theorem 4.1 first provides a characterization of the set

of SPNE-outcomes; more precisely, finding an SPNE-outcome is equivalent to find a solution to

18



problem (LS).

Moreover, the proof of the inclusion ELS ⊆ OSPN tells how to identify SPNEs from LSEs, as stated

below.

Corollary 4.1. Assume that the set-valued map Y is continuous and compact-valued and that l

and f are continuous. Let (x̄, ȳ) be an LSE of Γ. Then, each pair (x̄, φ̄) satisfying φ̄(x̄) = ȳ and

φ̄(x) ∈ argmaxy∈Ψ(x) l(x, y) for any x ∈ X \ {x̄} is an SPNE of Γ.

Note that, in light of the inclusion EPB ∪ EOB ⊆ ELS shown in Proposition 3.2 i), Corollary 4.1

applies also to obtain SPNEs starting from pessimistic or optimistic equilibria.

Furthermore, Theorems 3.1 and 4.1 imply the stability of Stackelberg games with respect to SPNE-

outcomes.

Corollary 4.2. Assume H1)-H5). Let (x̄n, ȳn) be an SPNE-outcome of the perturbed Stackelberg

game Γn = ⟨Xn,Yn, ln, fn⟩ for each n ∈ N. If the sequence (x̄n, ȳn)n converges to (x̄, ȳ), then (x̄, ȳ)

is an SPNE-outcome of the original Stackelberg game Γ = ⟨X,Y, l, f⟩.

In particular, Corollary 4.2 extends the stability result in [7, Theorem 3] where Y(x) = Y and

Yn(x) = Yn for any x, i.e. the set of available actions for the follower does not depend on the

leader’s choice.

As regards to the bilevel optimization side, Theorem 4.1 gives a new insight on the lower Stack-

elberg equilibria in terms of game theory that allows to reinterpret the limit results Corollaries 3.1

and 3.2 on the equilibria of perturbed problems (PB)n and (OB)n.

Corollary 4.3. Assume H1)-H5).

i) If (x̄n, ȳn) is an equilibrium of (PB)n for each n ∈ N, then each accumulation point of the

sequence (x̄n, ȳn)n is an SPNE-outcome of the Stackelberg game Γ = ⟨X,Y, l, f⟩.

ii) If (x̄n, ȳn) is an equilibrium of (OB)n for each n ∈ N, then each accumulation point of the

sequence (x̄n, ȳn)n is an SPNE-outcome of the Stackelberg game Γ = ⟨X,Y, l, f⟩.

Therefore, in all the algorithms for approximating equilibria of (PB) and of (OB) where special per-

turbations are applied to the objective functions (like Tikhonov regularization, proximal methods,

penalty methods; see [16, Section 20.6] for a review of the solution algorithms in bilevel optimiza-

tion), the related limit points are guaranteed to be SPNE-outcomes of the associated Stackelberg

game.

5 Conclusions

In this paper we investigated the notion of lower Stackelberg equilibrium, an equilibrium concept

for bilevel optimization first appearing just as a limit point in the analysis of the behavior of

pessimistic and of optimistic BOPs under perturbation. On the optimization side, we showed

results of existence, connections with pessimistic and optimistic BOPs, closure of the set of LSEs

and stability of the LSE concept under perturbations of both the constraints sets and of the
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objective functions. On the game theory side, considering Stackelberg games (i.e. the natural

game-theoretical environment associated to BOPs), we show that the problems of finding an LSE

and an SPNE-outcome are equivalent and so the LSE concept acquires (even more) relevance also

beyond the bilevel optimization context.

In order to enrich the study, it would be interesting to compare the lower Stackelberg equilibrium

also with other equilibrium concepts in bilevel optimization and Stackelberg games, as the inter-

mediate Stackelberg equilibrium (as defined in [39, 37]) or the equilibria associated to the viscosity

solutions (as defined in [30, 26]). To not overload the paper, we postpone such an investigation to

a future research.

The notion of lower Stackelberg equilibrium is not to be understood as confined to the classical

bilevel optimization framework. In fact, we present an hint on how to extend the LSE concept to the

bilevel problems with generalized Nash equilibrium constraints, i.e. hierarchical problems consisting

of an optimization problem in the upper level and a Nash equilibrium problem in the lower level (see

Morgan and Raucci [47, 46], Lignola and Morgan [22, 30] for existence and approximation results

on the pessimistic and optimistic versions of these problems; see also [24] and [10, Section 4.4.3] for

the wider context of optimization problems with equilibrium constraints and [36] for the connected

MPECs). Before defining the new concept, let us introduce the notation.

In the lower level, let I = {1, . . . , S} be the set of players of the generalized Nash equilibrium

problem, fi : RN × RM1 × . . .× RMS → R be the objective function of player i ∈ I, and Yi be the

set-valued map from RN×RM−i to RMi where RM−i := Πj∈I\{i}RMj and Yi(x, y−i) is the constraint

set of the player i once the upper-level player chooses x and the lower-level players other than i

choose y−i := (y1, . . . , yi−1, yi+1, . . . , yS). In the upper level, let X ⊆ RN be the constraint set of

the upper-level optimization problem and l : RN × RM1 × . . .× RMS → R be the related objective

function. The extension of problem (LS) and of the LSE notion to the framework described above

are the following:

(LSN)



find (x̄, ȳ1, . . . , ȳS) such that

x̄ ∈ X, (ȳ1, . . . , ȳS) ∈ Υ(x̄)

and l(x̄, ȳ1, . . . , ȳS) ≤ inf
x∈X

sup
(y1,...,yS)∈Υ(x)

l(x, y1, . . . , yS),

where

Υ(x) = {(y1, . . . yS) | fi(x, yi, y−i) ≤ fi(x, zi, y−i) ∀zi ∈ Yi(x, y−i),∀i ∈ I}.

Definition 5.1 A vector (x̄, ȳ1, . . . , ȳS) is a lower Stackelberg-Nash equilibrium (LSNE for short)

if it solves problem (LSN).

A research direction could be the study of the properties of the lower Stackelberg-Nash equi-

librium both from the optimization and the game theory points of view. On the one hand, the

issues of existence, closure, stability and the connections of LSNEs with the pessimistic and with

the optimistic equilibria of bilevel problems with generalized Nash equilibrium constraints could

be addressed. On the other hand, one could investigate how the LSNE enters in the framework of

Stackelberg-Nash games or single-leader multi-follower games (introduced by Sherali, Soyster and

Murphy [50]).
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