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Abstract

Does geographic heterogeneity in occupational returns affect the patterns of family for-

mation and dissolution? And do marriage choices matter for the geographic distribution

of workers? This paper examines the effects of geographic heterogeneity in occupational

returns on marriage and divorce, and the impact of family formation on the geographic

allocation of labor. We document that geographically mismatched workers – those liv-

ing in a location that pays relatively lower wages in their occupation – are less likely

to marry and more likely to divorce. Moreover, conditional on marrying, mismatched

workers are more likely to be married to similarly mismatched partners. To account for

these observations, we develop an equilibrium model of migration and family formation,

and we estimate it using microdata for the US. Through counterfactual experiments,

we assess both individual and aggregate implications of joint marriage and location

choices. We find that, while at the individual level entering a marriage reduces wage

growth, in aggregate the presence of marriage markets and the endogeneity of marriage

market conditions enhance productivity by attracting workers to high return locations.
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1 Introduction

This paper examines the joint determination of family formation and work location choices

in an equilibrium framework, lending novel insights into the interplay between mobility

and family formation. Some of these insights turn out to have interesting, and somewhat

unexpected, implications both at the individual and aggregate levels.

Mechanically, marriage restricts geographic mobility. Following the work of Mincer

(1978), economists have recognized that the presence of family ties deters migration, low-

ering the labor earnings of both spouses. Since then, several researchers have studied the

labor supply and migration decisions of married households. Costa and Kahn (2000) focus

on the location choices of college-educated couples, arguing that the joint location constraint

causes them to relocate disproportionately more into large cities with thicker labor markets.

In a mostly theoretical contribution, Guler, Guvenen and Violante (2011) examine the joint

job search problem of couples and find that, by restricting geographic mobility, family ties

worsen the labor market outcomes of married individuals relative to those of singles.1 In an

attempt to quantify these effects, Gemici (2016) estimates a structural model of migration

with a dynamic framework of intrahousehold bargaining; her findings suggest that, com-

pared to singles, married agents experience a lower wage growth over their working life.

Braun, Nusbaum and Rupert (2019) use this mechanism to explain the observed fall in the

migration rates of married households.

By the same token, while being married restricts mobility, the prospect of better marriage

market conditions in certain locations constitutes an additional incentive for single agents to

migrate. For example, Compton and Pollak (2007) suggest that educated single individuals

are attracted to large cities by the greater availability of potential mates. Similarly, Edlund

(2005) and Gautier, Svarer and Teulings (2010) find that, in the Swedish and Danish contexts,

singles are more likely to move to cities.

Forward-looking individuals should take into account the costs of reduced mobility that

are associated with marrying. Yet, we know little about the way location considerations affect

the selection into marriage. This is an important aspect of the relationship between family

formation and mobility: theoretically, geographically mismatched workers – i.e. workers

facing large geographic wage differentials and large potential gains from mobility – might find

it too costly to commit to a marriage due to potential future location conflicts. If this logic is

correct, these individuals should display lower marriage hazard rates on average. Moreover,

being local in nature, marriage markets also display a substantial heterogeneity, with the pool

of potential partners including both mismatched and well-matched individuals (those facing

1The double search problem had also been studied by Frank (1978) to explain the gender wage gap.
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low potential gains from mobility). Given the choice, a mismatched individual should prefer

to marry a similarly mismatched partner, as they might be more inclined to migrate than a

well-matched one. A specular logic holds for well-matched workers. Simply put, conditional

on marriage, one should observe positive assortative mating between partners based on the

size of the potential gains from migration. Finally, considering future potential conflicts,

marriages involving mismatched workers should also be more fragile: upon realization of

a location conflict (e.g. an appealing job offer from a different city), the labor market

mismatch might be enough to push individuals to break the marriage. Thus, geographically

mismatched individuals should display higher divorce rates.

The first section of this paper provides novel empirical evidence in support of these mech-

anisms, exploiting the geographic heterogeneity in the wages paid to several occupations. For

each occupation, we rank cities based on city-occupation fixed effects obtained from an esti-

mated Mincer equation. We interpret these rankings as a measure of geographic mismatch

since, conditional on their occupation, a worker in a badly ranked city could earn more sim-

ply by moving to a better city. We estimate a variety of probability models to show that

geographically mismatched individuals are, in fact, less likely to marry and more likely to

divorce than the well-matched. In particular, we find that geographically mismatched men

(women) are as much as 20% (6%) less likely to enter marriage each year and, if married,

14% (9%) more likely to divorce than those who are not geographically mismatched. We

also document a little known dimension of marital sorting: looking at newlyweds, we show

that homogamous marriages, e.g. well-matched workers marrying similarly well-matched

workers, are relatively more frequent after controlling for marriage market conditions. In

other words, there is positive assortative mating based on the magnitude of the potential

gains from migration.

While intriguing and rather compelling, this evidence cannot be interpreted as causal due

to the endogenous nature of the relationship between marriage and geographic mobility. To

rationalize these findings, in section 3 we develop an equilibrium model of marriage formation

and migration. The model economy consists of geographically segmented marriage and labor

markets, all characterized by search frictions. Surplus within households is allocated through

Nash bargaining, where the outside option is costly divorce. Marriage market conditions are

endogenously determined by the (equilibrium) migration decisions of the agents. Given the

complexity of the model, labor market conditions are taken as a primitive and set exogenously

to reflect occupational opportunities measured in data. Hence, the novelty of the model lies

in the determination of marriage market conditions through endogenous migration decisions,

and on their mutual interaction. To the best of our knowledge, this model is the first to

allow for the joint endogenous determination of migration and marriage behavior.
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The model is estimated through indirect inference targeting features of the empirical

observations, as described in section 4. This delivers estimates of the cost of family ties in

terms of lost income, controlling for selection into marriage on both observed and unobserved

heterogeneity. We use the model to explore counterfactual scenarios and understand how

marriage markets affect the geographic allocation of labor and, in contrast, how the pres-

ence of geographic wage differentials affects marriage market outcomes through the option to

migrate. The counterfactual experiments in section 5 suggest that marriage roughly halves

geographic mobility and that, by entering an early marriage, men (women) give up as much

as 10% (8%) of wage growth because of reduced mobility. Moreover, the presence of mar-

riage markets and the (endogenous) heterogeneity of marriage market conditions introduce

an incentive for workers to relocate to more productive cities: conditional on a worker’s occu-

pation, marriage markets in more productive cities are characterized by a higher fraction of

acceptable partners that are on average richer. This additional incentive to migrate towards

more productive cities produces an estimated 2.8% increase in total labor earnings. That

is, endogenous marriage market conditions enhance productivity by attracting workers to

high return locations. This relocation of the labor force induces sizable heterogeneous effects

on labor income inequality at the local level, with some cities becoming more unequal and

others less so. In the aggregate, marriage causes a compression of the income distribution

on the right of the median and a widening on its left. Finally, by comparing a counterfactual

scenario with no migration to the baseline, we find that mobility considerations reduce the

average marriage rate and the average divorce rate by about 4.7%. This implies that, in

equilibrium, the fraction of the population that is currently married is lower by about 0.9

percentage points.

This work relates to several strands of the literature on families and local labor markets.

First, it features intrahousehold bargaining in a search and matching framework. As noted

by Lundberg and Pollak (1996), bargaining models provide an opportunity to integrate the

study of the intrahousehold distribution of resources with a search and matching model of

the marriage market. Within this literature, the bargaining protocol usually falls within

two categories.2 A popular option, and our choice for this paper, is to model the household

allocation decision using Nash bargaining. The combination of search frictions and Nash

bargaining is widely used in applied macroeconomics to make sense of structural changes

such as the decline of marriage rates and the increased labor force participation of married

women. Examples of such applications are Mazzocco, Ruiz and Yamaguchi (2013), Green-

2Although these are the most popular, some alternative bargaining schemes are also used (see for instance
Aiyagari, Greenwood and Guner, 2000, and Gallipoli and Turner, 2011). Moreover, the unitary model of
the household is still actively used in some applications, for example in Greenwood, Seshadri and Yorukoglu
(2005), Attanasio, Low and Sánchez-Marcos (2008), and Greenwood et al. (2016).
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wood, Guler and Knowles (2000; 2003), Caucutt, Guner and Knowles (2002), Gemici (2016),

Knowles (2013), Goussé, Jacquemet and Robin (2017). An alternative approach integrates

the collective model, as in Chiappori (1988; 1992),3 with a bargaining protocol in which

external shocks prompt a renegotiation of the sharing rule (i.e. the Pareto weights). Ex-

amples of the application of this framework are Voena (2015), Devereux and Turner (2016),

Low et al. (2018), Shephard (2019). Our choice of Nash bargaining over the latter protocol is

driven by practical considerations. Our model is computationally very demanding and Nash

bargaining, when coupled with the assumption of linear utility, delivers a simple solution to

the bargaining problem. Moreover, the alternative approach would require keeping track of

an additional state variable (the Pareto weight) which would add complexity to our already

demanding model.

Search and matching is just one way of modeling the marriage market. For example,

Choo and Siow (2006; 2007) suggest equilibrium models of marriage formation that resem-

ble a standard Walrasian market in which the price of marriage (i.e. a transfer from one

spouse to the other) adjusts to equalize the demand for some partner characteristics to their

supply. An extension of this model, allowing for imperfectly transferable utility, is due to

Galichon, Kominers and Weber (2019). Applications and extensions of this class of models

include Choo (2015) and Gayle and Shephard (2019). These models display several desirable

properties, but they are not easily nested into a stationary equilibrium model of migration

like ours.

A considerable part of the literature on marriage markets investigates the causes and

effects of “assortative mating” (Becker 1973; 1974a; 1974b), a term that describes the ten-

dency of individuals differing in education, physical capital, height, race, and other traits,

to marry partners with similar characteristics. The most commonly studied dimension of

assortative mating is education. Examples of papers discussing the causes and the im-

plications of educational sorting are Cancian and Reed (1998), Fernandez and Rogerson

(2001), Schwartz (2010), Eika, Mogstad and Zafar (2019), Greenwood et al. (2014; 2016),

Chiappori, Salanié and Weiss (2017). A few studies discuss assortative mating on other

dimensions such as age (Choo and Siow, 2006, Diaz-Gimenez and Giolito, 2013) or other de-

mographics (Siow, 2015). Our paper sets itself apart from this literature in that it highlights

a non-trivial dimension of assortative mating, insofar agents who face different geographic

wage distributions (i.e. have dissimilar incentives to migrate) have a lower marital surplus

from marrying each other relative to agents facing similar wage distributions. Unlike most

of the literature, in which the characteristic that drives marital sorting is either innate or

3See Chiappori and Meghir (2015) for a survey on the theoretical developments and empirical applica-
tions of this model.
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determined early in life, in our model the sorting attribute is endogenous (due to migration)

and dynamically changing.

This paper also speaks to the literature on workers’ mobility in response to different

economic conditions across geographic areas. A highly cited work in this literature is

Kennan and Walker (2011). Through the estimation of a tractable econometric model, they

conclude that interstate migration is, to a large extent, influenced by income prospects, but

also that preferences play a non-negligible role. Our model relates to Kennan and Walker’s

as it features wage differentials and idiosyncratic preferences as key determinants of migra-

tion. However, our model differs in that our framework is characterized by search frictions,

whereas they use a discrete choice framework, à la McFadden (1974), to describe the mi-

gration problem. A related, more recent contribution is Diamond (2016), which studies the

interplay between local labor demand changes and the endogenous determination of local

amenities in determining observed geographic sorting of skills. Estimating a structural spa-

tial equilibrium model using PSID data, she finds that it was the change of the local labor

demand that triggered the geographic sorting, while the increasing amenities (due to the

inflow of college graduates) worked as a reinforcing mechanism. Methodologically, the ap-

proach used in our paper is closest to Kaplan and Schulhofer-Wohl (2017), given that it also

uses the geographic specificity of the returns to working in certain occupations as the rele-

vant driver of migration. The main difference between all these papers and our work is that

we take a simplified view of the labor market, assuming away issues like unemployment and

labor supply. On the one hand, this modeling choice substantially reduces the computational

burden. On the other, labor market dynamics other than migration are neither necessary for

the proposed mechanism to work nor are they the focus of this paper.4 Moreover, we identify

labor markets with metropolitan statistical areas allowing us a greater level of geographic

detail, unlike most of the works in this literature which use states or census divisions.

The starting point of many of these papers, including ours, is the presence of geographic

wage differentials. Research suggests that these differences are only partly, if at all, due to

selection on unobserved ability and mostly due to city characteristics, such as population

size, skill distribution, and industry composition. Moretti (2004a; 2004b; 2004c; 2012) relates

these differences to the concentration of college graduates in each MSA, arguing that a high

concentration generates human capital spillovers that increase the productivity of all workers.

4In our model, local labor market conditions function as distribution factors, entering intrahousehold
bargaining through the outside option. Thus, the actual amount of labor supplied by the household members
is irrelevant as long as the value of the outside option is not affected by this choice. In reality, labor supply can
indeed dynamically affect the value of the outside option, for instance through human capital accumulation.
Nevertheless, we believe this is at most a second-order effect, especially in a world with relatively high labor
force participation on both sides of the marriage market. These topics are postponed to future research.
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Beaudry, Green and Sand (2012) attribute these gaps to differences in the industrial mix of

cities. They argue that the presence of high-wage industries increases the wage rate paid

to workers employed in other industries, improving their bargaining position thanks to a

better outside option. Another branch of the literature documents the presence of city size

premia. For example, Baum-Snow and Pavan (2012) estimate a model of on-the-job search

that incorporates endogenous migration between cities of different sizes and find that most

of the size premium can be explained by differences in returns to experience and differences

in wage intercepts while finding some evidence of negative sorting on unobserved ability.

Similar results are found using Spanish data by De la Roca and Puga (2017). Using a large

panel of worker-level data from Britain, D’Costa and Overman (2014) also find evidence

of an urban wage premium that increases with city size, but find no significant differences

in returns to experience across cities. Finally, Deming and Kahn (2018) use data on job

vacancies to argue that differences in the wages paid in the same occupation are caused by

differences in skill requirements. Determining the causes of wage differentials is interesting,

but outside the scope of our work. The only requirement for our analysis to be valid is that

these differentials exist and that they are not simply the result of geographic selection on

unobserved idiosyncratic ability.

2 Empirical Evidence

In this section, we provide some empirical evidence consistent with the idea that geographic

wage differentials affect marriage market outcomes. First, we construct a measure of ge-

ographic mismatch for each worker in our sample based on their occupation and city of

residence. This measure is designed to reflect the value of the migration option of a worker

conditional on their occupation or, in other words, their potential gains from moving. Sec-

ondly, we provide evidence that this measure is informative, showing that geographically

mismatched workers are more likely to move and that migration is directed towards better-

paying cities. Finally, in agreement with the proposed mechanism, we show that highly

mismatched workers are less likely to marry and more likely to divorce. Moreover, con-

ditional on marrying, they are more likely to marry similarly mismatched workers. It is

important to stress that the regression results shown below cannot be interpreted as causal.

Their purpose is to unveil some key correlations that are consistent with the thesis of this

paper that the presence of geographic wage differentials have implications for how agents act

on the marriage market. Some of these regressions will be used as the auxiliary model for

the indirect inference estimation (Gourieroux, Monfort and Renault, 1993) of the structural

model in the next section.
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2.1 Data

We pool together 10 years of the American Community Survey (ACS) from 2008 to 2017

(Ruggles et al., 2020). As it will be clearer in what follows, to perform the analysis at the

required level of detail, we need a rich dataset. Moreover, we need information on migration

and family formation and dissolution. To the best of our knowledge, this is the only readily

available dataset of sufficient size that contains all the information needed for our analysis.

Most of the other alternatives are either too small in the cross-section to allow an analysis at

the city level (e.g. the Panel Study of Income Dynamics) or lack all the necessary information

(e.g. the National Longitudinal Survey of Youth, which lacks information on migration).

Similarly, administrative data often lack the necessary demographic information, such as

education, that is indispensable when discussing marriage markets.

We restrict the sample to include only white, single (including divorced) or married5

households of workers6 aged between 25 and 55. Moreover, we include only households living

in urban areas. The first restriction is imposed to avoid confounding effects due to differences

in the labor market conditions faced by different racial groups.7 Moreover, marriage markets

are very segmented on racial lines. Table 1 shows statistics on the composition of the 71,981

new marriages observed in the dataset. In almost three-quarters of the total, both spouses

are white, while in only about 7% they are both black and about 10% are among other races.

This leaves us with a mere 12% of interracial marriages. The table also shows that among

white male (female) newlyweds, only about 7% (7%) of them are in interracial relations.

This figure reaches 25% (12%) for black and 26% (35%) for the residual racial group. By

comparison, as shown in table 2, the marriage market is much less segmented on educational

grounds despite it being one of the most studied aspects of the marriage market.

The age restriction is imposed, on the one hand, to shield the analysis from retirement-

related effects and, on the other hand, to avoid the occupational uncertainty of young workers

to affect the results (Papageorgiou, 2013; Gervais et al., 2016; Menzio, Telyukova and Visschers,

5An individual is considered to be married if their reported marital status is "married". In considering
marriage as the relevant family bond we follow the literature (Lundberg and Pollak, 2013 cite marriage as
opposed to cohabitation as a commitment mechanism that supports higher investments in children). The
ACS sample allows us to separately identify non-married members involved in a sentimental relationship.
Cohabiting couples might behave differently in comparison to those who are legally married because, for
instance, there is more uncertainty about the future of the relationship. In appendix A, we argue that this
is indeed the case.

6We restrict the sample to employed individuals who earn positive income. Unemployed workers are
excluded since data on occupation is not available for them.

7As it will be clear from the next section, the empirical analysis is based on a series of city rankings that
are constructed from estimated city-specific wage premia. Potential geographic differentials in the degree
of race-based discrimination in the labor market require the aforementioned rankings to be race-specific.
Unfortunately, the size of the sub-samples of racial minorities is too small to reliably estimate those wage
premia and perform the analysis that follows.
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Women
White Black Other Total

Men

White
51,502 476 3,585 55,563
71% 0% 5% 76%

Black
1,143 4,789 461 6,393
2% 7% 1% 10%

Other
2,489 164 7,372 10,025
4% 0% 10% 14%

Total
55,134 5,429 11,418 71,981
77% 7% 16% 100%

Table 1: Marriages by race.

Women
No College Some College Total

Men
No College

7,798 8,473 16,271
15% 17% 32%

Some College
4,288 30,943 35,231
8% 60% 68%

Total
12,086 39,416 51,502
23% 77% 100%

Table 2: Marriages by education.

2016).

The geographic unit used in the analysis is the metropolitan statistical area (MSA) from

the U.S. Office of Management and Budget.8 The occupational system we employ is based

on an aggregation of the classification developed by Dorn (2009). This system has been

designed to maintain a high level of detail while ensuring that all occupations are sufficiently

represented in all cities.9 Details about occupations and a complete crosswalk with Dorn’s

classification can be found in appendix J and robustness checks using the latter classification

are performed in appendix C.

After dropping some of the smallest cities, the final sample consists of 895,346 single

households and 1,448,744 married households, living in one of 209 MSAs (to which we refer

interchangeably as “cities”) and working in one of 95 occupations.

8Based on the 2010 standards.
9For this very reason, we exclude mining occupations that are extremely concentrated in particular

regions.
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2.2 Measuring geographic mismatch

To measure the geographic mismatch, for each occupation we construct a ranking of cities

based on the city-occupation fixed effects obtained from an estimated Mincer equation. A

worker that, conditional on their occupation, resides in a low ranked city will have, other

things equal, more profitable opportunities to migrate compared to a similar worker residing

in a high-rank city.10

First, we estimate the following wage equation

logwi,c,o,t = αc,o + βX i,c,o,t + ǫi,c,o,t (1)

where wi,t,c,o is the real hourly wage of worker i living in city c and working in occupation o in

year t. Real wages are computed following Moretti (2013).11 The coefficients of interest, αc,o,

are the city-occupation wage premia, and X i,c,o,t is a set of controls that include dummies for

education,12 a quadratic function of potential experience13 for each occupation, and dummies

for gender, marital status and year.

We use the estimated values of αc,o to rank cities across occupations. The resulting

rankings capture the quality of the city-occupation match. One potential issue with the

estimated fixed effects is selection bias.14 Nevertheless, this is not a major obstacle for

our empirical analysis. All the empirical results are, in fact, robust to selection as long as

correcting for it would not completely explain the city premia, an eventuality that is not

supported by the literature,15 or completely change the rankings.16

Given these rankings, we define a worker’s geographic mismatch as follows: a worker

that resides in a city that is among the 20% highest-ranked cities for their occupation is

10In this respect, our approach is akin to that of Kaplan and Schulhofer-Wohl (2017), who exploit changes
in the dispersion of location-occupation premia to study migration flows.

11A local CPI index is calculated similarly to the official CPI, allowing housing costs to vary by metropoli-
tan area. We assign a fraction of the typical consumption basket to housing (this is stably around 41% during
the sample years as reported by the Bureau of Labor Statistics) and combine this with local housing prices
(obtained from the dataset as the average of the variable rentgrs for households dwelling in 2 or 3 bedrooms
houses) and the CPI-U.

12High-school graduates and below, and some college and above.
13Computed as (age - years of schooling - 6).
14We cannot apply, in this context, the standard correction procedure developed by Dahl (2002). His

technique does not allow to separately identify the intercept of the wage equation from the intercept of the
control function, which makes cross-city comparisons unfeasible. In other words, it would allow us to control
for the effects of selection when comparing two occupations within a city but not when comparing the same
occupation in two different cities.

15See Moretti (2004b; 2004c), D’Costa and Overman (2014), Dahl (2002), and Dauth et al. (2019).
16All the result will depend on the ordinality and not the cardinality of the fixed effects. Moreover, in

the empirical application, the rankings will be divided into quintiles such that the results are robust to small
variations in the rankings.
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Occupation switchers conditional on mobility

Same house
Moved Moved Moved

Total
within county within state between states

Same occupation 94.7% 91.1% 86.1% 79.7% 94.2%

Different occupation 5.3% 8.9% 13.9% 20.3% 5.8%

Total 100% 100% 100% 100% 100%

Table 3: Migration and job switching (2008-2017 CPS-ASEC).

assigned a mismatch level of 1; a worker living in a city that is ranked among the next 20%

of cities is assigned a mismatch of 2 and so on. In total, there are five levels of mismatch

that capture the quality of the geographic match given one’s occupation. Here, a level-5

worker displays the highest degree of geographic mismatch since they can earn a higher

labor income simply by moving to almost any other city. Similarly, level-1 workers are

geographically well-matched.17

2.2.1 Occupational mobility

At this stage, it is important to discuss the issue of occupational mobility. Unfortunately,

our data do not contain any information on the occupational history of workers. We argue

here that this is not detrimental to the validity of the results that follow.

First, it is worth noting that over a one-year horizon (the frequency at which the upcoming

analysis is performed) occupational switching is not a pervasive phenomenon. Table 3,

constructed using CPS-ASEC data (Flood et al., 2020) from 2008 to 2017 applying the same

sample restrictions as in the ACS sample, reports the fraction of workers who have changed

occupation in the year preceding the survey conditional on migration. It shows that the vast

majority of moves are not accompanied by occupation changes, with the overall fraction of

occupational switches averaging at 5.8%.

Secondly, the proposed mechanism can still be valid with respect to those who change

occupation. If a worker is planning to change occupation and there are search frictions in the

labor market, then the only relevant occupation for the proposed mechanism to work is the

intended occupation and not the current one. In other words, a forward-looking individual

who is planning to change occupation will consider costs and benefits to geographic mobility

associated with the intended occupation when making decisions regarding family formation.

This implies that the relevant occupation is the current one and not the one preceding the

migration.

Finally, there is an equilibrium argument. Occupation mobility is costly and the cost of

17See figure 15 in appendix B for details on the distribution of the estimated city-occupation fixed effects.
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switching between two occupations depends on the similarities between them.18 By a simple

no-arbitrage argument, the returns between similar occupations should be very similar within

a labor market and, thus, so should be their city rankings. If this is the case, the possibility

of switching between occupations becomes irrelevant for the empirical analysis that follows,

as most of the switches will occur between occupations with similar rankings.

2.3 Migration, Marriage, and Divorce

In this section, we describe some empirical patterns on migration, marriage, and divorce that

are found in the data. Most of the analysis relies on estimating probability models with a

similar structure. Let Yi,c,o,t be the outcome variable for household i living in city c, working

in occupation o in year t. The general form of all the upcoming regressions is given by

Pr (Y i, c, o, t = 1) = ϕ
(
β0γi,c,o,t + β1X i,c,o,t

)
(2)

where ϕ(·) is the logistic function, γi,c,o,t is a set of dummies corresponding to the 5 levels

of geographic mismatch defined above or to all the possible combinations of the spouses

mismatch in a married couple, depending on the application. Finally, X i,t,c,o is a collection

of controls that generally contains demographic variables and time dummies. It may also

contain city characteristics and additional controls. These regressions are meant as evidence

that the presence of potential gains from migration affects marriage and divorce behaviors.

The upcoming results, though, cannot be interpreted as causal. The model developed in

the next section of this paper will provide the means to rationalize these findings within the

proposed mechanism.

2.3.1 Migration

In this section, we show that the measure of geographic mismatch defined in the previous

section is informative of the migration patterns observed in the data. The ACS surveys

contain information regarding the city of residence in the year preceding the survey. We use

it to construct a dummy variable that equals one if the current city of residence is different

from the previous one. First, we consider single households and estimate the aforementioned

logit model where the Yi,t,c,o = 1 if the household has moved to a different city in the previous

year to determine how the probability of migration changes with the worker’s geographic

mismatch. Clearly, the latter will generally change with the move; thus, in the regression,

we use the mismatch level that characterized the individual before the move occurred. In the

18See Poletaev and Robinson (2008), Lazear (2009), Yamaguchi (2012) and Gathmann and Schönberg
(2010).

11



.0
0
5

.0
1

.0
1
5

1 2 3 4 5

Geographic Mismatch

Average Migration Probability

−
2

−
1

0
1

2

1 2 3 4 5

Geographic Mismatch

(Neg.) Average mismatch change

Random

Men

Figure 1: Migration rates and average (negative) change of geographic mismatch conditional
on migration of single male households.

baseline specification, the vector of controls includes a dummy for the presence of children

under the age of 5, a quadratic function of age, and a set of dummies for education and year.

The analysis is carried out separately for men and women. The results are very similar for

the two groups, thus we report here only the results for men and refer the reader to appendix

B for the estimates for women and additional robustness.

The left panel of figure 1 shows the average probability of migration as a function of the

five levels of mismatch. The graph shows that the probability of migrating is monotonically

increasing in the geographic mismatch. For singles, the yearly migration rate is about 0.77%,

but highly mismatched workers are more than twice more likely to migrate (1.32% vs. 0.57%).

To get a sense of the direction of migration, the right panel in the same figure displays the

negative average change of mismatch conditional on migrating.19 The solid line shows the

pattern we would observe if migration was random.20 The fact that the estimated changes

are always above the random case supports the idea that migration is directed towards cities

that pay higher wage premia conditional on one’s own occupation.

A similar pattern can be found for couples.21 Figure 2 shows the (smoothed) average

probability of migration for each combination of initial mismatch of husband and wife ob-

tained from the estimation of a logit probability model of the type of equation 2, where the

19The negative sign is such that positive values correspond to an improvement.
20This assumes an equal probability of migrating to each city
21In the regression for couples, we drop households where husband and wife report having moved from

two different cities.
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Figure 2: Married households migration rates as a function of the level of geographic mis-
match of both spouses (smoothed).

usual demographic controls are included for both husbands and wives. The figure shows

that migration probabilities are overall increasing in the mismatch level of both husband

and wife. Highly mismatched couples, with a probability of 0.4%, are twice as likely to

move than a (1,1)-couple (because of smoothing, this difference appears to be smaller in the

graph). Moreover, it is worth noticing that couples are overall about three times less mobile

than singles, their yearly migration rate being 0.24%.

2.3.2 Marriage

After having established the validity of our measure of geographic mismatch, we show ev-

idence suggesting that the latter affects marriage market outcomes. First, we show that

geographic mismatched workers are less likely to marry. Secondly, we provide evidence

that, conditional on marrying, there is positive assortative mating on geographic mismatch

(agents tend to marry similarly mismatched partners) and that this relationship is stronger

the higher the level of geographic mismatch. As additional evidence of this assortative mat-

ing, we show that, after controlling for local marriage market conditions, the probability of

marrying within an occupation is increasing in a worker’s mismatch, meaning that geograph-

ically mismatched individuals are more likely to marry within their occupation.

In our sample, about 8.4% (9.4%) of single men (women) married within the year preced-

ing the survey.22 Using the information on new marriages, we estimate a linear probability

22These statistics are calculated by dividing the number of newlyweds by the sum of the number of singles
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Figure 3: Yearly probability of marrying for different levels of geographic mismatch (odds
ratio relative to level 1 with 95% confidence intervals). The average probability of marrying
is 8.4% for men and 9.4% for women.

model of the usual form for men and women. Here, the outcome variable Yi,t,c,o equals one

if individual i married within the last year. The baseline specification includes controls for

education, wage, city size, local sex ratios, the geographic dispersion of occupation-specific

wage premia, year fixed effects, and a quartic in age. Tables and robustness checks are

available in appendix B.

The estimation results are shown in figure 3. The left panel shows the results for men.

The yearly probability of marriage is decreasing with geographic mismatch. A level-5 man

is roughly 15% less likely to marry within a year than a level-1. For women, a smaller drop

in this probability is visible only for the two highest mismatch levels, but only the 6% drop

in the probability for those with the highest mismatch level is significant at 10%.

To get a sense of the magnitudes and of the cumulative effects of such differences, figure

4 shows a back-of-the-envelope calculation for the probability of marrying within a certain

age obtained from the probabilities predicted by the estimated model for men.23 According

to this simple calculation, there is a sharp divergence between the marriage probabilities,

and by age 32 the probability of having married at least once is more than 10 percentage

points lower for level-5 men than it is for a level-1, a sizable difference. The corresponding

and that of newlyweds.
23For each observation i, we predict the average probability of marriage at different ages p̂ai . The prob-

ability of marrying exactly at age ā is given by p̃āi =
[∏

a<ā (1− p̂ai )
]
p̂āi . Thus the estimated probability of

marrying before age a is computed as pai =
∑

ā≤a p̃
ā
i . The values reported in figure 4 are simply obtained as

the averages of pai for the specified level of geographic mismatch.
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Figure 4: Estimated probability of having married at least once as a function of age for
men with the lowest and highest levels of geographic mismatch. The left panel shows the
estimated probabilities while the right panel the difference between the two.

figure for women can be found in appendix B.

To measure assortative mating, we borrow from Eika, Mogstad and Zafar (2019) and

measure it by comparing the observed distribution of marriages over the space of possible

mismatch levels to the one obtained randomly matching husbands and wives. Their measure

of assortative mating, adapted to the current problem is

s̃h,w =
P (h, w)

P (h)P (w)
(3)

where h and w indicate the geographic mismatch of the husband and the wife respectively.

This measure compares the observed distribution of new marriages across mismatch levels

(numerator) to the one we would observe if matching was random (denominator). If s̃h,w > 1

we have positive assortative mating while s̃h,w < 1 is interpreted as negative assortativeness.

The advantage in using this measure over more common measures, such as correlations, is

that it allows us to capture the "intensity" of assortative mating for each specific pair of

mismatch levels.24

One of the shortcomings of the latter measure is that it does not take into account the

local nature of marriage markets. To take the latter into account, we enhance our measure

of marital sorting allowing the counterfactual random matching to occur only within cities.

24For a discussion on different measures of assortative mating, see Chiappori, Costa-Dias and Meghir
(2020).
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This is done to control for the composition of the local marriage markets because bigger and

more productive cities tend to have a bigger fraction of well-matched workers compared to

smaller cities. Our preferred measure of assortative mating is then

sh,w =
P (h, w)

∑

c P (h|c)P (w|c)P (c)
(4)

where the numerator is the probability of observing a couple with mismatch level (h, w) and

the denominator is the probability of observing the same type of couple in the counterfactual

random distribution. The latter is equal to the sum of the probabilities of observing such

a couple in each city c under random matching, P (h|c)P (w|c), weighted by the fraction of

couples living in the city P (c).

We compute these measures for new couples, to avoid the confounding effects of later

migration. Appendix B reports some robustness checks.25 Figure 5 shows the results of these

computations, where the top panels refer to the “naive” measure, s̃h,w, and the bottom panels

to the preferred measure, sh,w, which controls for local marriage market conditions. The left

panels plot the computed values for each combination of mismatch levels. Clearly, the graph

shows that there is positive assortative mating within mismatch levels and negative assor-

tative mating between them, this is true for both measures. The right panels of the figure

focus on the diagonal elements, i.e. it shows the two measures for h = w = x and includes

bootstrapped standard errors. Interestingly and in accordance with our conjecture, the de-

gree of assortative mating is increasing in the geographic mismatch. Moreover, it is worth

noticing that the differences between the top and bottom panels highlight the importance of

considering the local nature of marriage markets. Despite providing comparable qualitative

results, without controlling for local market conditions we would overestimate the degree of

marital sorting, both positive and negative.

A consistent part of the homogamous couples in the sample is composed of couples in

which husbands and wives work in the same occupation. Among new couples, this fraction is

8.21%. Although this is not in contrast with the theory, it raises the question of whether the

observed mating patterns are driven by reasons other than the claimed interaction of marriage

decisions with the potential pecuniary gains from migration. In the latter case, under the

assumption that these other reasons are independent of geography, we should observe that

the probability of marrying someone in the same occupation is independent of the degree of

geographic mismatch after controlling for personal characteristics and conditions in the local

marriage market. To test this hypothesis, we estimate the usual logit model in equation

25We compute the same measure including all couples and compare it to the one in the main text.
Moreover, the bigger sample size allows us to extend the measure in (4) to control for other demographic
characteristics like age and education.
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Figure 5: Measures of marital sorting as a function of the spouses’ geographic mismatch.
The left panels show all the values, while the right panels focus on the diagonal values and
include 95% confidence intervals. The bottom two panels show the results for the preferred
measure, sh,w, which controls for local marriage market conditions.
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Figure 6: Probability of having married within an occupation as a function of geographic
mismatch (odds ratios). The left panel reports the results for men and the right panel for
women. The fraction of newlywed couples who work in the same occupation is 8.5%.

(2), where the outcome variable is being in an occupationally homogamous marriage, on

the subset of newlyweds (separately for men and women). The vector of covariates X i,c,o,t

includes, in the baseline specification, a quartic in age, year dummies, and controls for

the fraction of workers of the opposite sex working in the same occupation as individual

i, for the education level of both spouses (with interaction) and the wage earned by both

spouses (with interaction). Figure 6 plots the estimated odds ratios for the five levels of

geographic mismatch. There is a clear upwards sloping profile for men. Highly geographically

mismatched men are, conditionally on marrying, more likely to marry a woman in the same

occupation than well-matched individuals by about 50%. Not surprisingly, the estimates for

women closely mirror that of men.

2.3.3 Divorce

The last piece of evidence we provide regards divorce. Given the higher value of the mi-

gration option, the outside option (divorce) is on average more attractive to geographically

mismatched spouses. This implies that the surplus from marriage is lower and, thus, mar-

riages are less stable. In other words, we expect highly mismatched individuals to be more

likely to divorce than the well-matched. To investigate this hypothesis, we estimate equation

(2) on the subset of married individuals and divorcees. Here Yi,c,o,t = 1 if individual i has

divorced within the last year, and X i,t,c,o controls for education, the presence of children

under 5, wage, age (quartic), the geographic dispersion of occupation-specific wage premia
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Figure 7: Average probability of divorcing as a function of geographic mismatch (odds
ratios). The left panel reports the results for men and the right panel for women. The
average probability of divorce is 2.7% for men and 3% for women.

and year fixed effects. As for the marriage regression, we report in figure 7 the estimated

odds ratios for the different levels of mismatch. Tables and robustness are in appendix B.

For both men and women, we observe a higher probability of divorce for geographically mis-

matched spouses. The effect is stronger for men as the probability of divorcing within a year

is more than 10% higher for level-5 men than it is for level-1 men. For women, the difference

is above 5%. Overall, the average probability of divorce is 2.7% for men and 3% for women.

2.4 Summary

In this section of the paper, we have shown some empirical aspects of the data that are con-

sistent with the mechanism introduced in the previous section. Geographically mismatched

individuals, i.e. those living in cities that, conditional on their occupation, pay lower wages

than others, are less likely to marry and more likely to divorce. Moreover, conditional on

marrying, highly mismatched individuals tend to have similarly mismatched partners and,

in particular, disproportionately marry individuals in their same occupation. With differ-

ent intensities, these empirical results hold for both men and women. In the next section,

we develop a stationary equilibrium model of migration and family formation and dissolu-

tion to rationalize these findings and study the quantitative implications of the proposed

mechanism.
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3 Model

We consider a perpetual youth model (Blanchard, 1985) in which time is discrete. Workers

discount the future at rate β = ωβ̃, where β̃ is the inter-temporal discount factor and ω is the

survival probability (common to all agents). They live in one of C cities and work in one of

J occupations. Each agent is characterized by their occupation jg, their city of residence c, a

preference parameter for the current residence ξg, and their marital status (single or married).

The index g = m, f indicates the gender. Married households are also characterized by an

additional state capturing the marriage match quality (“bliss” parameter) ζ . In the model,

there is no unemployment, and the wages received by workers are exogenously determined

solely by their city of residence and occupation. We restrict our attention to stationary

equilibria. Moreover, we assume that in married households husband and wife die together

and that, upon death, each agent is replaced by a newborn single worker of the same sex and

type drawn randomly from some distribution. Finally, we allow workers to change occupation

randomly according to an exogenous transition matrix.26

In what follows, we adopt a convenient within-period timing structure. At the beginning

of each period the marriage market operates. Singles are randomly matched to individuals

of the opposite sex living in the same city (i.e. marriage markets are local). Upon matching,

singles observe the characteristics of their match, draw a value for the bliss parameter of

the match and decide whether to get married or not. In this phase, couples simply update

match quality ζ which follows an exogenous stochastic process.

Following the marriage market, the labor market operates. In each period, households

are hit with some probability by a shock that allows the household to relocate to another

specific city. We call this a “mobility shock”. Given this shock, single households decide

whether to move or not, while married households have to choose among a set of options:

(i) stay married and move to the new city; (ii) stay married and do not move; (iii) divorce

and one of the spouses stays and the other moves; (iv) divorce and both move; (v) divorce

and both stay.27 Divorcees re-enter the marriage market as singles in the following period.

After migration decisions are taken, workers receive their wages. We assume there is

no saving technology, thus households consume all their income and enjoy city amenities.

Finally, right before the end of each period and after consumption, all individuals receive a

26Allowing for endogenous occupational switching would require adding to the already onerous model a
full theory of occupational choice. Although it might be interesting to study the interplay between marriage,
migration, and occupation choices, that is not the goal of this paper, and adding this extra layer of complexity
would probably be computationally infeasible and would bring very little to the current analysis.

27In the model, as it will be clear in what follows, the latter two options can be optimal only after
a negative shock to the marriage quality parameter ζ. Postponing the divorce decision to after mobility
opportunities materialize prevents inefficient divorces within the period.
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Figure 8: Within-period timing structure.

shock to their preference for the current city and may stochastically change occupation. The

timing structure is summarized in Figure 8.

We assume that the allocation of consumption within a married household is determined

by Nash bargaining. The main reason for this modeling choice is that, together with the

assumption of linear utility, it implies perfectly transferable utility and substantially sim-

plifies the solution of the intrahousehold allocation problem, reducing the already heavy

computational burden.28

The following sections, present the Bellman equations associated with the problem of

single and married women. The value functions for men are symmetrical.

3.1 Marriage Market

At the beginning of each period and after the preference shocks are realized, singles and

couples enter the marriage market.

28A widespread alternative to Nash bargaining in modeling intrahousehold bargaining is the collective
model developed by Chiappori (1992). This model assumes that married households act as a social planner
that maximizes a weighted sum of the utilities of the members of the household, where the weight captures the
bargaining power of spouses. In the literature that uses this model to study marriage and divorce (Voena,
2015; Devereux and Turner, 2016; Shephard, 2019), it is usually assumed that the weights are constant
and only renegotiated when one of the two parties ceases to meet the participation constraint, while Nash
bargaining is akin to allowing renegotiation in every period.
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Couples In this phase, couples simply update their match quality parameter. We assume

that divorce decisions are postponed to the labor market phase, i.e. divorces can occur only

after the mobility shock is realized. This assumption essentially rules out inefficient divorces

as it prevents the break-up of marriages that might have survived after migration. We also

assume that ζ evolves according to an autoregressive process given by

ζ ′ = (1− ρζ) ζ̄ + ρζζ + ǫζ ǫζ ∼ N (0, σζ) (5)

Let fζ (ζ
′|ζ) be the conditional distribution of ζ ′ given ζ . Moreover, to save on notation,

define xm = {jm, ξm} and xf = {jf , ξf}. The value for a married woman at the beginning of

each period is

V m
f,1 (c, xm, xf , ζ) =

∫

ζ′
V m
f,2 (c, xm, xf , ζ

′) fζ (ζ
′|ζ) (6)

where V m
f,2 is the value of being a married woman right before the labor market phase.

Singles In a search and matching framework, a single woman of type xf has a positive

probability, gf,c,xf ,xm
, of being matched to a type xm man living in the same city. The

probability of matching depends on the availability of singles in the city of residence and is

determined as follows

gf,c,xf ,xm
=

Mxm,xf

µc,f,xf

(7)

where µc,m (µc,f) is the mass of single men (women) living in city c and Mxm,xf
is the

total number of matches occurring between type-xm men and type-xf women in city c. In

particular, we assume that

Mxm,xf
= λ (1 + γ1{jm = jf})
︸ ︷︷ ︸

A

µα
c,mµ

1−α
c,f

︸ ︷︷ ︸

B

µc,m,xm

µc,m

µc,f,xf

µc,f
︸ ︷︷ ︸

C

(8)

The matching function displays constant returns to scale29 and is composed of three

terms. The first (A) is the overall matching efficiency. If the coefficient γ is bigger than

zero, matches within occupations are more likely. The presence of this bias in the matching

function is useful to allow the estimated model to match the fraction of marriages occurring

between workers in the same occupation,30 but it is not fundamental for the key mechanism

to work as expected. The second term (B) captures how the number of matches is affected

by the overall balance in the two sides of the market. Taken together and ignoring the γ

29Constant returns to scale in marriage markets are empirically supported by Botticini and Siow (2007).
30Even without this bias, the model does generate a relatively large fraction of occupationally homogamous

marriages. Nevertheless, without a positive γ the model cannot match the empirical figure.
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term, A and B represent the standard Cobb-Douglas matching function widely used in the

search literature. The last term (C) implies that the total number of matches of any type

is proportional to the shares of single men and women of the same types that populate the

local economy.31

Upon matching, a match quality parameter is drawn from the stationary distribution of ζ ,

fζ (ζ). Let µc,m,xm
be the mass of single men of type xm in city c (thus µc,m =

∫

xm
µc,m,xm

dxm),

the value of a single woman at the beginning of each period is

V s
f,1 (c, xf) =

(

1−

∫

xm

gf,c,xf ,xm
dxm

)

V s
f,2 (c, xf)+

∫

xm

gf,c,xf ,xm

∫

ζ

[
(1−m (c, xm, xf , ζ))V

s
f,2 (c, xf )

+ m (c, xm, xf , ζ)V
m
f,2 (c, xm, xf , ζ)

]
dfζ (ζ) dxm (9)

where m (c, xm, xf , ζ) is the policy function for marriage and it equals one if marriage is

profitable for both the man and the woman, i.e. if

V s
f,2 (c, xf ) ≤V m

f,2 (c, xm, xf , ζ)

V s
m,2 (c, xf ) ≤V m

m,2 (c, xm, xf , ζ) (10)

This implies that single women will follow a threshold rule and marry only if the drawn

marriage quality is above some state-dependent level.

3.2 Migration

In this model, the labor market is very stylized. There is no unemployment and wages

are exogenously fixed. This labor market reduces, then, to a location choice. We assume

search frictions: in each period, households may receive a mobility shock that allows them

to evaluate migration towards one city picked at random.32 Upon receiving the shock,

31It is work noticing that, with γ = 0, the expression for the total number of matches occurring in a city
takes the usual Cobb-Douglas form, namely

∑

xm

∑

xf

Mxm,xf
= λµα

c,mµ1−α
c,f

32An alternative option is to model the migration choice to use a multinomial logit structure á la McFadden
(1974) (see Kennan and Walker (2011)). The main advantage of such a structure is that, thanks to the
properties of the extreme value distribution, migration choices would be fully characterized by a set of
probabilities that can be directly computed from data. The problem with applying such a structure here
is that, for spouses to bargain directly on each mobility option, it would be necessary to keep track of all
the draws of the preference parameter of both spouses for each city and compute the bargaining solution
for each combination of cities. Moreover, for married households, the migration decision is a function of the
sum of two preference shocks. The distribution of this sum would not be distributed as an extreme value
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each individual in the economy draws a preference parameter for the candidate city from a

continuous distribution, fξ (ξ), and migration decisions are made. Importantly, this structure

implicitly assumes that workers have no memory of past locations. At the beginning of each

period, only the preference for the current city enters the state space. This preference is

forgotten upon migration. This modeling choice is mainly driven by practical considerations

as including memory, even limited, would severely increase the state space and thus the

computational burden.

Singles Upon receiving the mobility shock and after drawing the preference parameter for

the candidate city, the single household will migrate if the value of moving is greater than

the value of staying. The moving cost is assumed to be a fixed fraction, κ, of income. The

corresponding Bellman equation is

V s
f,2 (c, xf) = (1− χ)

[

wf,c,j + ξf + βEx′

f

[
V s
f,1

(
c, x′

f

)]]

+ χ
∑

c′|c′ 6=c

θ (c′, c)

∫

ξ̃f

max
{

wf,c,j + ξf + βEx′

f

[
V s
f,1

(
c, x′

f

)]
,

(1− κ)wf,c′,j + ξ̃f + βEx′

f

[
V s
f,1

(
c′, x′

f

)]}

dfξ
(
ξ′f
)

(11)

where wf,c,j is the wage paid to women working in occupation j in city c and ξ̃f is the prefer-

ence for the candidate city. Moreover, Ex′

f
is the expectation operator, where the expectation

is taken with respect to the preference parameter ξ and with respect to the conditional prob-

ability of occupational switching (i.e. it accounts for the preference shock and the possible

occupation change occurring between two periods). The preference parameter ξ is assumed

to evolve according to an AR(1) process:33

ξ′ = ρξξ + ǫξ ǫξ ∼ N (0, σξ) . (12)

The parameter χ captures the probability of receiving any mobility shock and θ (c′, c) is the

probability of the shock coming from city c′ given that our agent is currently residing in

c (clearly
∑

c′|c′ 6=c θ (c
′, c) = 1). In our application, we assume that the latter conditional

probability is given by

θ (c′, c) ≡ θ =
1

C − 1
(13)

which would imply the loss of the practical advantage induced by the multinomial logit structure.
33Notice that the process has mean zero. This is just a normalization since the mean of ξ is irrelevant to

the household’s choices.
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Occupational switching follows a time independent Markov chain with typical element

given by π (j′|j).

The policy function associated with the migration choice in equation (11) is denoted with

tf

(

c, xf , c
′, ξ̃f

)

. The latter equals one if a single woman of type xf finds it optimal to move

from c to c′ given that her preference for the latter city is ξ̃f .

Couples Couples allocate resources through Nash bargaining (with η capturing the bar-

gaining power of the wife), where the outside option is divorce. If no mobility shock is

realized, the surplus form marriage is given by

Snof (c, xm, xf , ζ) = x (wm,c,j, wf,c,j)− (1− δ) (wm,c,j + wf,c,j) + ζ

+ βE
x
′

[(
V m
m,1

(
c, x′

m, x
′
f , ζ
)
− V s

m,1 (c, x
′
m)
)
+
(
V m
f,1

(
c, x′

m, x
′
f , ζ
)
− V s

f,1

(
x′
f

))]
(14)

where x (a, b) = (aρ + bρ)
1

ρ captures economies of scale in consumption since x (a, b) ≥ (a + b)

if ρ ≤ 1. Moreover, δ is the proportional cost of divorce, paid separately by both divorcees,

and Ex takes expectations with respect to the preference parameters and occupations of

both husband and wife. Marriage survives if Snof (c, xm, xf , ζ) ≥ 0. Thus, conditional on

not receiving a mobility shock, married agents get their outside options plus the maximum

between their share of marital surplus (no divorce) and zero (divorce):

V m
f,nof (c, xm, xf , ζ) = (1− δ)wf,c,j+ξf +βEx′

[
V s
f,1,t+1

(
c, x′

f

)]
+max {0, ηSnof (c, xm, xf , ζ)} .

(15)

The policy function corresponding to the divorce choice described in the max operator is

denoted by dnof (c, xm, xf , ζ), and it equals one if divorce is optimal and zero otherwise.

If a mobility shock is received, six outcomes are possible: (i) the couple moves, (ii)

the couple does not move, (iii) the couple divorces and only the husband moves, (iv) the

couple divorces and only the wife moves, (v) divorce and both move, (vi) divorce and both

stay. For options (i) and (ii), Nash bargaining is carried out independently with the outside

options for husband and wife being divorce followed by the optimal individual choice about

migration. This setup allows spouses who would privately gain from moving (staying) to

make intratemporal transfer to a disagreeing partner in order to incentivize them to move

(stay). The aforementioned transfer compensates the partner for all the expected lifecycle

losses. Marriage survives, and the choice of the household is either (i) or (ii) as long as the

marital surplus is positive.
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Conditional on the mobility shock, the outside option of a woman is given by

Vf,out

(

c, xf , c
′, ξ̃f

)

=

max
{

(1− δ)wf,c,j + ξf + βEx′

[
V s
f,1

(
c, x′

f

)]
, (1− κ− δ)wF

c′,j + ξ̃f + βEx′

[
V s
f,1

(
c′, x′

f

)]}

(16)

where the first term in the max operator is the value of staying in city c and the sec-

ond is the value of moving to city c′. The policy function associated with this choice is

tout,f

(

c, xf , c
′, ξ̃f

)

. Notice that this function is, in general, different from that of singles

because of the presence of the proportional divorce cost. The marital surplus conditional on

moving is

Smove

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

= x((1− κ)wm,c′,j, (1− κ)wf,c′,j) + ξ̃m + ξ̃f + ζ

+βE
x
′

[
V m
m,1

(
c′, x′

m, x
′
f , ζ
)
+ V m

f,1

(
c′, x′

m, x
′
f , ζ
)]
−
[

Vm,out

(

c, xm, c
′, ξ̃m

)

+ Vf,out

(

c, xf , c
′, ξ̃f

)]

.

(17)

while staying gives

Sstay

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

= x(wm,c,j, wf,c,j) + ξm + ξf + ζ

+βE
x
′

[
V m
m,1

(
c, x′

m, x
′
f , ζ
)
+ V m

f,1

(
c, x′

m, x
′
f , ζ
)]
−
[

Vm,out

(

c, xm, c
′, ξ̃m

)

+ Vf,out

(

c, xf , c
′, ξ̃f

)]

.

(18)

It follows that the value for a married woman, conditional on receiving a mobility shock, is

V m
f,of

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

= Vf,out

(

c, xf , c
′, ξ̃f

)

+max
{

0, ηSstay

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

, ηSmove

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)}

. (19)

Associated to the latter equation there are two policy functions. The first, dof

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

,

captures the divorce choice of a couple and equals one if divorcing is optimal for a (xm, xf , ζ)-

type couple living in c and holding the opportunity to move to c′ with associated preferences

ξ̃m and ξ̃f . The second, t
(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

, captures the optimal migration choice

conditional on not divorcing and equals one if migration is optimal and zero otherwise. No-

tice that, because of the assumption of linear utility and Nash bargaining there is always

agreement between the involved parties on divorce.

Finally, we can write the Bellman equation for a married woman before the realization
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of the mobility shock as

V m
f,2 (c, xm, xf , ζ) = (1− χ) V m

f,nof (c, xm, xf , ζ)

+ χ
∑

c′|c′ 6=c

θ (c′, c)

∫

ξ̃m

∫

ξ̃f

V m
f,of

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)

dfξ

(

ξ̃m

)

dfξ

(

ξ̃f

)

(20)

3.3 Stationary distribution

Let the total mass of men (married and single) in the economy be M and the total mass of

women be F . Let µc,f,xf
(µc,m,xm

) be the mass of single women (men) of type xf (xm) living

in city c and µ̃c,xm,xf ,ζ be the mass of married households of type (xm, xf , ζ) living in c. It

must be that
∑

c

∫

xf

(

dµc,f,xf
+

∫

xm,ζ

dµ̃c,xm,xf ,ζ

)

= F (21)

and similarly for men

∑

c

∫

xm

(

dµc,m,xm
+

∫

xf ,ζ

dµ̃c,xm,xf ,ζ

)

= M. (22)

To complete the definition of a stationary equilibrium, we need a set of equations equalizing

the inflows and outflows for each type on single men and women. Given the length of such

equations, they are reported in appendix D (equations (25) to (30)).

3.4 Equilibrium

In equilibrium all agents act optimally with respect to their marriage and mobility choices,

taking the endogenous marriage market matching probabilities as given. The equilibrium

is defined as a consistency requirement between the latter probabilities and the stationary

distribution induced by the behavior of agents.

Definition. (Equilibrium). A stationary equilibrium consists of

i a set of policy functions for migration of singles
{

tg

(

c, xf , c
′, ξ̃f

)

, tout,g

(

c, xf , c
′, ξ̃f

)}

g=m,f

and couples
{

t
(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)}

, and policy functions for marriage formation

{m (c, xm, xf , ζ)} and marriage dissolution
{

dnof (c, xm, xf , ζ) , dof

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

)}

g=m,f
,

ii a set of value functions for singles
{
V s
m,t, V

s
m,t

}

t=1,2
and married households

{
V m
m,t, V

m
f,t

}

t=1,2

and (iii) a distribution of singles,
{
µc,g,xg

}

c,xg
for g = m, f , and married households,

{
µ̃c,xm,xf ,ζ

}

c,xm,xf ,ζ
,
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such that

1. Given the distribution of singles, which determines the matching probabilities in the

marriage market, the value functions solve equations (6), (9), (11) and (20), with

associated policy functions.

2. Given the policy functions, the distributions of single and married households solve

equations (25) through (30) in appendix D.

We now state the formal existence proposition.

Proposition (Existence). Under regularity conditions, a stationary equilibrium exists.

Proof. See appendix E.

We do not provide a formal proof for the uniqueness of the equilibrium and, thus, our

model is open to the existence of multiple equilibria. Nevertheless, in the practical applica-

tion, we have always found that, for a given set of parameters, the model always converges

to the same stationary equilibrium.

4 Structural Estimation

In this section, we describe the strategy we implement to estimate the model.

4.1 Numerical implementation

Numerically solving the model is an extremely burdensome exercise. Despite the simplicity

of the model, 209 cities and 95 occupations make the state space too big, rendering the

numerical solution of the model unfeasible. In other words, the model suffers from the curse

of dimensionality.

To address this problem, we reduce the number of cities. The choice of reducing the

number of cities is driven by two considerations. First, since one of the goals of the paper is

to assess the marital sorting pattern across different occupations, it seems natural to preserve

as much occupational heterogeneity as possible. Secondly, the reduction of the number of

cities is just as effective at reducing the computational burden as cutting the number of

occupations. To see this, it is sufficient to notice that the number of operations to be carried

out to solve the fixed point problem described by the Bellman equations is proportional to

C2J2, where C is the number of cities and J the number of occupations.34

34The biggest object in the model is the policy function describing the migration decisions of couples. If
P and L are the numbers of points used to discretize the latter, its dimensionality is given by C2J2P 4L.
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Having established the goal of reducing the number of cities, we are left with the quest

of defining them. In the model, the only exogenous driver of the migration and marriage

patterns is the wage variation across cities and occupations.35 In particular, the geographic

variation of wages within an occupation determines the potential gains from migration while

the way in which the wages of occupations covary across cities shapes the marriage choices.36

It follows that, for the model to make a good job at replicating the data, we need to preserve

the aforementioned covariance structure as much as possible. A natural tradeoff arises: the

more cities we include the closer we can replicate the empirical covariance structure in the

model but the more computationally costly it becomes to solve the model.

In practice, we divide (cluster) the 209 original cities into 25 groups such that cities with

similar estimates of the city-occupation fixed effect αc,o belong to the same group, and treat

each group as a single city. The clustering process involves two steps: first, we perform a

Principal Component Analysis on the city-occupation premia and, then, we use a subset of

the principal components to perform an unsupervised machine learning clustering algorithm

(k-means) to obtain 25 clusters. The number of clusters has been chosen as a compromise

between the need for speed and the necessity to preserve the wage covariance structure. The

details of this procedure are reported in appendix G.

In the model, wages are exogenous. Ideally, one would like to explicitly model all the

additional sources of wage heterogeneity but, in this setting, it is not a computationally

viable option. In reality, these constitute direct sources of marital sorting, which are not the

target of this paper, but also might induce sorting indirectly through earnings which can be

accounted for in this model. For instance, education constitutes both a source of marital

sorting in itself and through income, due to the college premium. To circumvent this issue,

we compute the wage distribution to be fed to the model taking into account the demographic

composition of each occupation. First, we estimate equation (1) with the fictitious cities,

then we divide the sample by occupation and, for each subgroup, we compute the predicted

wage for each city assuming all workers are men (i.e. as if the whole subgroup where to

live and work in the same city). The model counterpart of each wage is then obtained as

the average annualized predicted wage for each city and occupation.37 Women’s wages are

obtained by simply subtracting the estimated wage gap (19.3%).38

35The other driver is the differential in the marriage market conditions which is endogenous.
36Wage levels are relevant only to the extent that the returns to scale in the consumption of married

agents, captured by x (·, ·), introduces a motive for assortative mating on income. With Nash bargaining
and linear utility, in the absence of returns to scale in consumption, wage levels do not affect the marital
surplus.

37The predicted wages are measured as the log of hourly wages. We take the exponential of the average
predicted value and multiply it by 2080 (40 hours per week over 52 work weeks).

38For a discussion on this income gap see appendix H
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Parameter Meaning Value Source

η Bargaining Power 0.5 Equal bargaining power for spouses
α Curvature of matching function 0.5 No gender bias in matching probabilities
λ Overall matching efficiency 0.151 Goussé, Jacquemet and Robin (2017)

β̃ Time preference 0.98 Attanasio, Low and Sánchez-Marcos (2008)
ρ Economies of scale in consumption 0.777 McClements scale

1− ω Death probability 1/30 A 30-year lifespan
ρζ Persistence of bliss shock 0.959 Greenwood et al. (2016)

Table 4: Preset parameters.

Job transitions are also exogenous to the model. We compute two gender-specific transi-

tion matrices for occupations from yearly CPS-ASEC data from 2018 to 2017 applying the

same sample selection restriction as in the ACS samples. The initial occupation is drawn

from the stationary distribution of the Markov chain corresponding to the relevant transition

matrix. As shown in figure 10 in appendix B, this distribution is very close to the distribution

of occupations obtained from the ACS sample.

Finally, we approximate both the marriage quality and city preference processes by a

three-state Markov process obtained through the Rouwenhorst (1995) method.

Despite all the simplifications, the model still requires substantial computational power.

For our calculations, we relied on the resources for high-performance computing provided by

Compute Canada and its regional partners WestGrid, SciNet, and Calcul Québec.

4.2 Estimation

There are 15 parameters to be chosen but not all the parameters can be directly identified

from the data. Seven of these are set to values drawn from the literature or to reasonable

values. The rest of the parameters are estimated.

Preset Parameters

The list of preset parameters and their values are reported in table 4.

Each period in the model corresponds to a calendar year. To conform with the em-

pirical analysis, we assume that agents enter this economy at age 25 and they expect to

remain in the labor and marriage markets for 30 years on average (this determines ω).

We calibrate the economies to scale in consumption for married household ρ to match the

McClements, according to which for the same level of consumption a person living alone

spends 61% of what a childless couple spends.39 The matching function is calibrated to be

39In this model, the total expenditures of a married household equals the sum of the wages, x = wM +wF .
Under the assumption that both spouses have the same consumption c and the same wage w we have that
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unbiased (α = 0.5) and the scale parameter λ if taken from Goussé, Jacquemet and Robin

(2017).40 The bargaining power parameter η is set to 0.5, such that both spouses have the

same bargaining power. Finally, the time preference parameter is set to 0.98, taken from

Attanasio, Low and Sánchez-Marcos (2008), while the persistence of the marriage quality

(ρζ = 0.959) comes from Greenwood et al. (2016).

Indirect Inference

We estimate the remaining parameters, the vector Π =
(
χ κ δ γ ρξ σξ ζ̄ σζ

)′
, by indirect in-

ference (Gourieroux, Monfort and Renault, 1993). To estimate the parameters, we estimate

a set of auxiliary parameters from real (φ̂
data

) and simulated data (φ
sim

). The estimated

vector Π̂ is given by

Π̂ = argmin
Π

(

φ̂data − φsim (Π)
)′

G
(

φ̂data − φsim (Π)
)

(23)

where G is a symmetric positive semi-definite weighting matrix.41 The auxiliary model is

composed by 18 auxiliary parameters (targets).42

The first set of targets relates to marriage market outcomes. This set includes the average

marriage rate of men, the average divorce rate of men, and the fraction of new marriages

that are occupationally homogeneous. Moreover, it also includes all the estimated coeffi-

cient on the geographic mismatch dummies from the estimation of the marriage and divorce

probability model for men.43

The second set of targets relates to migration. It includes the migration rate of cou-

ples and single men and the set of average changes in geographic mismatch conditional on

migrating.

Identification

As it is usually the case with structural models, the identification of structural parameters

is jointly determined by several variations in the data. Nevertheless, it is possible in this

model to give a rather clear intuition of how every single parameter is estimated from the

2c = (wρ + wρ)
1

ρ = 2
1

ρw = 2
1

ρ x
2 which, using c = 0.61x, gives ρ = log(2)

2 log(2)+log(0.61) = 0.777.
40They also use a Cobb-Douglas specification for the matching function in their model.
41In this exercise, G is set to be the identity matrix.
42The variance matrix of our estimator is given by

[
J ′

m
GJm

]−1
J ′

m
GΣG′Jm

[
J ′

m
GJm

]−1
, where Σ is

the covariance matrix of the empirical moments and Jm = ∂φsim (Π) /∂Π′ is the Jacobian of the simulated
moment vector with respect to the vector of parameter computed numerically at Π̂.

43Given the absence of heterogeneity in education in the model, we estimate these two probability models
without the education dummy. The results are reported in the first column of tables 15 and 19 in appendix
B.
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data. The probability of getting a mobility shock, χ, is identified by the average moving

rate. Similarly, the cost of divorce, δ, and the average of the bliss process, ζ̄, are identified

by the average divorce rate and the average marriage rate respectively. The parameter γ,

which determines the extent to which occupational homogamous matches are more likely to

be formed in the marriage market, is identified by the fraction of newlyweds to work in the

same occupation.

The standard deviation of the preference shock, σξ, is identified by the differences in the

average change in geographic mismatch conditional on migrating. The standard deviation of

the preference shocks determines the relative importance of preferences and wage distribu-

tions in determining the migration patterns. If it is high enough, agents will migrate based

solely on their preferences and wages would play a little role. In this case, households would

move randomly and the average change in geographic mismatch would reflect this, with the

best geographically matched households dropping, on average, by 2.5 categories, and badly-

matched households gaining as much. Conversely, as this standard deviation falls towards

zero, wage differentials become relatively more important causing households to move on

average more and more towards high-paying cities. This implies that the average change in

geographic mismatch increases for all households, but more for those already living in good

cities (who would only rarely move and only among the best cities) than for the others (who

still find profitable to move almost anywhere).

The standard deviation of the bliss shock, σζ , is identified by the differences in the

marriage probabilities across individuals with different levels of mismatch. The logic behind

the identification is similar to the previous one. For a high standard deviation of the bliss

shock, the impact of mobility considerations on marriage decisions is dwarfed by the size

of the shock. In this case, the model will produce no differences in the marriage rates

across levels of mismatch. As we reduce it, mobility considerations become more and more

important and the model will start generating a higher differential in the marriage hazard

rates between well- and badly-matched households.

The persistence of the preference shock, ρξ, is similarly identified by the differences in

the divorce rates. On the one hand, given the high value of the migration option, marriages

involving badly-matched spouses are characterized by lower surpluses and are thus less stable.

Moreover, because of the endogeneity marriage, spouses in such matches tend to have higher-

than-average preference shocks for the current location. A lower persistence of the preference

shock means a faster reversion to the mean and thus a faster fall in the marital surplus for

these couples, which makes divorce more likely. On the other hand, marriages involving

well-matched individuals can be profitable even for lower-than-average preferences for the

current city. The faster mean reversion will then make migration-induced divorces less likely.

32



Parameter Meaning Value Std. Error
χ Probability of a mobility shock 0.08 <0.01
κ Cost of moving 0.47 <0.01
δ Cost of divorcing 0.26 <0.01
γ Matching function bias 2.54 <0.01
ρξ Persistence of preference shock 0.06 <0.01

Parameter Meaning Value (’000 of dollars) Std. Error
σξ Std. Dev. of preference shock 60.72 0.13
ζ̄ Mean of bliss shock -16.95 0.27
σζ Std. Dev. of bliss shock 0.79 0.17

Table 5: Estimated parameters.

In other words, increasing the persistence of the preference shock reduces the difference in

the probability of divorce across households.

Finally, the migration cost, κ, is identified by the difference in the mobility rates of single

men and couples. Thanks to the economies of scale in consumption, other things being

equal, a proportional reduction in income (i.e. the moving cost) implies a bigger cost in

terms of lost consumption to the members of married households than it does for a single

household.44 In other words, a change in the cost of migration produces a differential effect

on the utility cost of migrating for single and married workers. This allows κ to be identified

by the difference in the migration rates of couples and singles.

4.3 Estimation Results

Parameters and Moments Fit

Table 5 lists the estimated parameters. The labor market friction parameter, χ, is estimated

at 0.08 which corresponds to each household getting a mobility shock roughly once every 13.6

years. The low value of χ is necessary to match the low migration rate, especially because of

the lack of life-cycle effects that would otherwise naturally reduce the migration rates without

the necessity of strong frictions. The cost of moving is estimated to be 47% of yearly income.

In the stationary distribution, for the average mover, the cost of migration is $23,827.45 The

44To understand this, assume that both spouses have the same consumption c and the same wage w.
In this scenario, the consumption of a married individual after having paid the moving cost is given by

cm = 2
1−ρ
ρ (1 − κ)w. This implies that a marginal increase in the cost of moving reduces consumption by

dcm

dκ
= −2

1−ρ
ρ w. For singles, this quantity is dcs

dκ
= −w. For positive economies of scale ρ ≤ 1, we have

dcm

dκ
≤ dcs

dκ
.

45Our estimate is much smaller than the estimate of Kennan and Walker (2011) (above $300k) but bigger
than that of Gemici (2016) ($5-10k). This is not surprising given the important differences across the three
models. The former estimates a frictionless model with exogenous income which requires huge moving costs to
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Moment Data Model

Average probability of migration (single men) 0.76% 1.24%
Average probability of migration (couples) 0.24% 0.13%
Average probability of marriage (men) 8.35% 7.89%
Average probability of divorce (men) 2.69% 0.59%
Fraction of newlyweds in the same occupation 8.54% 9.48%

Table 6: Other targeted moments.

cost of divorce is estimated to be 26% of annual income. For the average divorcee, this cost

amounts to $11,421.46 The matching function bias parameter γ is estimated to be 2.54. In a

completely homogeneous and uniform marriage market in which an equal number of single

men and women are evenly spread across occupations, this value implies that the probability

for any agent of meeting a potential spouse working in the same occupation, conditional on

any match occurring, is 3.63%.47 The estimated mean value of the bliss shock, ζ , is -$16,946.

Negative values for such a quantity are not uncommon in the literature.48 In this model,

it can be interpreted as incorporating the average cost of raising children, given that these

costs are not explicitly modeled. Under this interpretation, the ζ represents a lower bound

to the average yearly cost of having children, since the bliss shock presumably includes some

positive utility spouses get from enjoying each other’s company.

Figure 9 shows the auxiliary parameters concerning the relation between geographic mis-

match and migration, marriage and divorce, and compares the values estimated from real

and simulated data. Table 6 shows the remaining targeted moments.49 Many of the empir-

ical moments are closely reproduced by the model. Nevertheless, the model overestimates

the average migration rate of single men that is almost two times larger than its empiri-

cal counterpart. There are at least two possible justifications for this discrepancy. On the

one hand, the absence of lifecycle effects and the lack of any time dependency in migra-

tion costs make it hard for the model to match the low empirical migration rate without

reducing its capacity of reproducing the patterns observed for marriage and divorce. On

the other hand, the empirical moment is likely to underestimate the actual migration rate.

match the fairly low observed moving rates. In the latter, migration is frictionless but the model comprises
a psychic cost from relocation which is increasing in the time spent in one location which contributes to
lowering the monetary cost of migration needed to match the empirical moments.

46A real-world benchmark for the monetary cost of divorce, mentioned also by Voena (2015), is provided
by the Rosen law firm fee calculator. According to it, the legal fees associated with a divorce by agreement
(the most common kind) ranges between $6,000 (for marriages involving no children and few assets), and
$38,000.

47In comparison, this value is 1.05% if γ = 0.
48See Greenwood et al. (2016).
49In appendix B, figure 22 and table 21 show the equivalent of the targeted moments for women.
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Figure 9: Estimates of the auxiliary model from real and simulated data.
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Figure 10: Goodness of fit: Herfindahl index of the geographic concentration of employment
by occupation (log-log scale).

Sample selection, along with the fact that some of the smallest MSAs have been dropped

from the sample, contributes to the understatement of the migration rate. By comparison,

Kaplan and Schulhofer-Wohl (2017) estimate from CPS data an inter-state migration rate

of about 1.5% for 2010, which suggests that the actual inter-MSA migration rate might

be much bigger than the 0.76% we estimated from our sample and, thus, much closer to

the model’s rate. The model also underestimates the divorce rate. The estimated rate is,

in fact, less than a quarter of the empirical counterpart. This discrepancy can be partly

justified by the fact that the model lacks many possible sources of marital instability. The

most obvious is the lack of employment dynamics and, more in general, any income dynam-

ics besides those implied by migration, which has been shown to impact marital stability

(Swensen, Lindo and Regmi, 2020).

Model Fit: non-targeted moments

The estimation strategy does not make use of any moment obtained from the geographic

distribution of workers. This makes the latter the optimal candidate to test the performance

of the model. In figure 10, we compare a measure of the geographic concentration of employ-

ment for each occupation, the Herfindahl index, as obtained from the data and the model.

For clarity, both axes are displayed in logarithmic scale.50 Each bubble is an occupation and

50The same graph in absolute scale is shown in figure 23 in appendix B.
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Figure 11: Model-generated assortative mating (corresponding to equation 4). The left panel
shows all the values while the right panel focuses on the diagonal elements and compares
them to the empirical values.

the bubble size is proportional to the total employment in the given occupation.51 Over-

all, figure 10 shows that, despite its simplicity, the model does a good job at matching the

geographic concentration of employment.

In addition, figure 11 shows the simulated version of our preferred measure of assortative

mating (eq. 4), namely the simulated counterpart of the bottom quadrants of figure 5.52

The right panel of the figure also reports the empirical values for comparison. The model

cannot perfectly match the data, but the figure shows that it can reproduce all the qualita-

tive features.53 This is not surprising since the empirical measure embeds other sources of

assortative mating that might correlate with geographic mismatch.54

51We compute total employment from the data. The employment structure in the model mirrors the
empirical one. See the discussion in appendix B and figure 21.

52See figure 24 in appendix B for the simulated version of the assortative mating measure described in
equation 3.

53The drop in the measure of assortative mating from mismatch level 4 to level 5 is stronger in the model
than it is in the data. This is due to the coarseness of the approximation used to model the processes that
describe the evolution of preference shocks and the bliss parameter, both of which are approximated by
3-state Markov chains.

54The most compelling example is education.
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Men Women

Married at least once
Baseline 10.0% 10.2%

Counterfactual 18.0% 18.4%

Married at 25
Baseline 4.3% 4.6%

Counterfactual 13.2% 13.5%
Never Married 15.6% 15.3%

Table 7: Fraction of individuals who migrated at least once over 30 years.

5 Counterfactual experiments

5.1 Labor cost of family ties

In this section, we exploit the estimated model to investigate the costs of marriage in terms

of labor market outcomes and forgone migration opportunities. In this counterfactual, we

compare the migration behavior and income path of simulated individuals who marry at

least once over 35 years (the time span considered in the empirical analysis) to the same

outcomes for the same individuals in the counterfactual scenario where they never marry.55

Table 7 shows the fraction of workers who move at least once in the baseline and counter-

factual simulation, conditional on marital history. In the baseline simulation, 10.0% (10.2%)

of men (women) who married at least once also move at least once over 35 years. Without

the marital bond, this fraction rises to 18.0% (18.4%). This increase in mobility is even

more striking for those who, in the baseline simulation, marry at age 25. In the baseline,

only 4.3% (4.6%) of men (women) end up moving at least once, while, in the counterfactual

scenario, this fraction is tripled, reaching 13.2% (13.7%). The table also reports the fraction

of migrating workers who, in the baseline specification, never marry. This fraction is above

the baseline for those marrying at least once, but below the counterfactual level.

In figure 12, we show the average ratio of yearly income in the counterfactual over the

baseline simulation for individuals who marry at age 25 as a function of their initial geo-

graphic mismatch. Not surprisingly, the more severe is the initial geographic mismatch in

the labor market, the more costly is marriage in terms of lost income growth. Individuals

who are highly geographically mismatched (level 5) at age 25 experience, in the counterfac-

tual scenario, an early growth of labor income, ending up earning about 7.2% more by age

35 and about 10.0% more by age 55. For women, the same figure is 5.5% by age 35 and

8.2% by age 55. The extent of the gains is lowered for men (women) who are initially better

matched with their local labor market, with those with mismatch level 4 gaining about 2.9%

(2.0%), and those with level 3 and 2 about 2.4% (1.2%) and 0.9% (0.1%) respectively. For

55For both the baseline and the counterfactual scenario we feed the same shocks.
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Figure 12: Average ratio of yearly income in the counterfactual vis à vis the baseline simu-
lation, for individuals who marry at age 25, as a function of their initial level of geographic
mismatch.

the initially well-matched, there is, in terms of labor income, a slight gain from entering an

early marriage (-0.2 and -0.6 for men and women, respectively). This is due to the fact that,

because of preference shocks, some married individuals in high paying cities would receive

higher utility relocating to lower-paying cities, but marriage prevents them to do so. Despite

being already sizable, these numbers should be interpreted as lower bounds to the actual cost

of marriage as the model does not feature within-city income growth, which is substantially

different across geographic areas (Baum-Snow and Pavan, 2012).

5.2 Aggregate effects of marriage

In this section, we use our model to answer the following question: what is the effect of

marriage and marriage markets on the geographic allocation of labor? With the previous

exercise, we have shown that, by entering an early marriage, individuals give up migration

opportunities that lead to wage growth. At the stationary equilibrium, an early marriage

comes with an implicit idiosyncratic cost in terms of lost wage growth. This suggests that, by

reducing mobility, marriage causes a misallocation of labor preventing some individuals from

relocating to more productive cities. Nevertheless, while it is true that marriage restricts

mobility, it is also true that marriage, in particular the endogenous heterogeneity of marriage

market conditions, constitutes a motive for migration. Conditional on one’s occupation,

high paying cities feature a higher concentration of single individuals working in such an

occupation. Since singles working in the same occupation are more likely to marry each

other, high paying cities present better marriage markets. This constitutes an additional
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Figure 13: The effects of marriage on the geographic distribution of workers. Left: fraction
of the total population residing in each city. Right: change in the geographic concentration
(Herfindahl index) of employment; each bubble is an occupation and the size of the bubble
is proportional to the total employment in such occupation.

incentive for geographically mismatched individuals to relocate to better cities.

To quantify the latter effect, we compute a counterfactual equilibrium in which marriage

markets are completely shut down (Counterfactual 1).56 The left panel of figure 13 reports the

sizes of the modeled cities in the baseline and counterfactual scenarios. The plot shows that,

without marriage markets, the population in the economy would be much less concentrated,

with 3 of the biggest cities shrinking in size by about 30%, while all the other cities become

67% bigger on average. The right panel of the figure looks at the changes in the geographic

concentration of each occupation, as measured by the Herfindahl index, as a function of

the initial concentration. Almost all occupations see their concentration decrease by at

least 30%. Moreover, there is a positive correlation between the initial concentration and

its change, with less concentrated occupations becoming increasingly less concentrated in

the no-marriage scenario. This suggests that for the highly concentrated occupations the

pecuniary motive for migration is relatively stronger than the marriage market motive.

A back-of-the-envelope calculation allows us to get a sense of how the presence of marriage

markets affect the aggregate wage bill in the baseline equilibrium to the one in the counter-

factual scenario with no marriage markets. As shown in the second column of table 8, the

presence of marriage markets causes an increase of total labor earnings of 2.82% over the

56There is an essential difference between this experiment and the one performed in the previous section.
In the latter, the counterfactual scenario was computed by simply setting the marriage policy functions to
zero while here we recompute the whole equilibrium shutting down the marriage market completely. This
implies that in the previous case migration decisions also incorporate incentives coming from differentials in
marriage market conditions across cities, while here this is not the case.
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counterfactual scenario. Since our model does not allow for wage adjustments we compute

boundaries for this figure using estimated wage elasticities from the literature. The lower

bound is computed using occupation-specific elasticities from Alonzo and Gallipoli (2020),

who estimate a standard CES production function with heterogeneous labor inputs, while the

upper bound is obtained using an estimate of the elasticity of wages to city size (which capture

agglomeration economies) from the meta-analysis by Melo, Graham and Noland (2009).57

The estimated change in total earnings is due to the combined effect of two factors. On the

one hand, more favorable marriage market conditions constitute an additional incentive to

relocate to more productive cities. On the other hand, restricting mobility, marriage prevents

the geographic reallocation of labor. To disentangle the two effects, we compute a second

counterfactual scenario in which agents take into account the possibility of marrying when

evaluating migration, with the matching probabilities taken from the baseline equilibrium,

but in which marriage never actually happens.58 The first column of table 8 shows the change

in total labor earnings relative to the counterfactual equilibrium with no marriage market.

The additional incentive to relocate to more productive cities, provided by the different

marriage market conditions, accounts for about 45% of the total gain in aggregate earnings

generated by the presence of marriage markets. This suggests that the remaining 55% is

caused by the fact that marriage restricts migration. That marital ties to mobility have

a positive effect on total labor earnings is perhaps surprising at first. Nevertheless, there

is a simple explanation. As shown in the previous section, marital ties do indeed prevent

geographically mismatched individuals from relocating to more productive cities, but it also

prevents the well-matched to move from high-paying cities to lower-paying cities if their

idiosyncratic preferences would dictate so. Since in the equilibrium distribution the second

group largely outnumbers the first, and this group is more likely to enter marriage and less

likely to exit it through a divorce, the positive effect of preventing well-matched individuals to

relocate to low-productivity cities is bigger than the negative effect of preventing mismatched

individuals to move to better cities.

By affecting the geographic distribution of the labor force, marriage has also implica-

tions for labor income inequality. High inequality, both at the national and at the lo-

cal level, has been associated with a variety of outcomes. Persson and Tabellini (1994)

and Alesina and Rodrik (1994) argues that in democracies, high inequality at the national

level spurs redistributive policies that end up harming growth. The same negative re-

lationship between income inequality and growth has been found at the local level by

57For details see appendix I.
58In practice, we compute the value functions and the associated policy functions assuming that the

matching probabilities are the same as in the baseline equilibrium. Given these policy functions, we compute
the stationary equilibrium assuming there are no matches in the marriage market.
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Counterfactual 2 Baseline
Changes in total labor earnings over Counterfactual 1 +1.28% +2.82%

(0.28 - 2.09) (1.96 - 3.04)

Table 8: Total labor earnings changes relative to the counterfactual scenario with no mar-
riage markets. The first column refers to the counterfactual scenario in which individuals
internalize the marriage market conditions but marriage never actually realizes. The second
column refers to the baseline equilibrium.

Glaeser, Resseger and Tobio (2009). Fajnzylber, Lederman and Loayza (2002) and Daly,

Wilson and Shawn (2001) find a positive causal relationship between inequality and vio-

lent crimes. Figure 14 shows the changes in the Gini coefficient and several percentile ratios

for each city when moving from the baseline model to the counterfactual without marriage.

In each panel, a bubble corresponds to a city and its size is proportional to the city’s popula-

tion. The text box on the top-left corner of each panel also reports the change in aggregate

inequality as measured by the corresponding inequality index. We observe a heterogeneous

effect of marriage on income inequality. Regardless of the specific measure, we see a positive

relationship between the inequality level and its change. This suggests that the migration

patterns induced by marriage cause unequal cities to become more equitable and vice-versa.

A closer look at the magnitudes of the changes in the percentile ratios reveals that most of

the changes in the within-city inequality occur in the right tail of the income distribution.

This asymmetry is also present in the aggregate where, while the Gini coefficient and the

P90/P10 ratios barely change, the other two ratios show that marriage increases inequality

among the poor and decreases it among the rich.

5.3 The impact of migration on marriage market outcomes

In this section, we analyze the counterfactual scenario in which agents are not allowed to

migrate. Comparing the outcomes of the counterfactual marriage market to the baseline,

we can isolate the impact of migration considerations on the marriage choices of individuals.

Starting from the equilibrium distribution, we first simulate the counterfactual scenario in

partial equilibrium, assuming that matching probabilities are fixed at the baseline values (we

improperly call this the short-run and label it as “SR”) and, secondly, we compute the new

equilibrium (labeled “LR” for “long-run”).

Table 9 shows the marriage rates for men and women and reports the percentage change of

the counterfactual relative to the baseline. In what we call the short-run, the overall marriage

rate increases by about 4.3%.59 For both men and women, there is substantial heterogeneity

59Notice that the overall marriage rate is the same for men and women by construction. Moreover, here
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Figure 14: Changes in labor income inequality as measured by four different indexes. Each
bubble is an occupation and the size of the bubble is proportional to the total employment
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Marriage Rates
Baseline (%) SR (%) % Change LR (%) % Change

All
7.09 7.39 +4.33 7.42 +4.67

Geographic Mismatch Men
1 8.30 8.52 +2.61 8.41 +1.29
2 5.72 6.19 +8.17 6.34 +10.83
3 4.86 5.39 +10.98 5.58 +14.81
4 5.41 5.81 +7.31 6.34 +17.11
5 3.01 3.3 +9.59 3.86 +28.21

Geographic Mismatch Women
1 8.24 8.46 +2.68 8.33 +1.16
2 5.60 6.13 +9.61 6.25 +11.67
3 4.42 4.96 +12.08 5.17 +16.79
4 5.32 5.73 +7.77 6.32 +18.81
5 2.96 3.19 +7.73 3.63 +22.67

Table 9: Marriage rates in the baseline and counterfactual scenario where migration is not
allowed.

across geographic mismatch levels with the change in the marriage rate ranging from +2.6%

to +12.1%. In the new equilibrium (i.e. the long-run scenario) the removal of migration

creates a similar effect on the marriage rates, with an overall increase of 4.7%, from 7.1% to

7.4%. Moreover, there is a clear pattern in which the observed relative change in marriage

the average marriage rate increases with the degree of geographic mismatch.

Perhaps surprising are the changes in the divorce rate shown in table 10. In the short-

run, we observe a 25.1% increase in the overall divorce rate. This increase in the divorce

rate can be explained as the compounded effect of two factors. The first has to do with

sorting on unobserved heterogeneity that, in the model, coincides with the idiosyncratic

geographic preferences. In the baseline model, the presence of migration induces a form of

marital sorting on geographic preferences. Without the possibility of migration, this form

of marital sorting is removed and many of the marriages formed in the baseline equilibrium

cease to be sustainable. In other words, in the baseline model, the equilibrium part of the

marital surplus of existing marriages comes from the sorting on preferences induced by the

possibility of receiving a mobility shock. Once mobility shocks are removed, this part of the

marital surplus is lost as well, which reduces the value of existing marriages. The second

factor is the increased marriage rate which makes the value of singlehood, the outside option

we consider the overall marriage rate and not the rate of first marriage as in the empirical analysis and for
the estimation of the model.
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Divorce Rates
Baseline (%) SR (%) % Change LR (%) % Change

All
4.79 5.99 +25.05 5.01 +4.72

Geographic Mismatch Men
1 3.89 4.56 +17.18 3.96 +1.71
2 7.88 10.24 +29.88 8.27 +4.85
3 9.01 11.49 +27.51 9.33 +3.59
4 4.53 6.38 +40.92 5.07 +11.91
5 17.29 34.51 +99.58 18.81 +8.76

Geographic Mismatch Women
1 5.31 6.28 +18.24 5.32 +0.32
2 3.64 4.67 +28.33 4.01 +10.13
3 3.96 5.21 +31.70 4.52 +14.16
4 3.59 5.15 +43.48 4.32 +20.41
5 6.69 12.99 +94.08 8.21 +22.57

Table 10: Divorce rates in the baseline and counterfactual scenario where migration is not
allowed.

in a marriage, more valuable. This implies that the marital surplus of existing marriages is

reduced even more, prompting a further increase in divorce rates.

In the new equilibrium, the long-run, the overall divorce rate is 4.7% higher than in the

baseline equilibrium. Nevertheless, there is substantial heterogeneity across men and women

at different levels of geographic mismatch, with all groups experiencing higher average divorce

rates. These patterns are generated by two opposing forces. On the one hand, just like for

the short-run, since marriage rates are now higher the average surplus from marriage is

smaller which makes marriages more likely to be broken by a shock to the marriage quality

(bliss) parameter. On the other hand, since the preference for the current city does not enter

the marital surplus and mobility shocks do not happen, there are fewer shocks that might

alter the value of marriage and cause a divorce.

Overall, the changes in marriage and divorce rates imply an increase in the fraction of

married population of 0.9 percentage points, from 63.4% to 64.3%.

Finally, the absence of migration affects the incentive to enter occupationally homoge-

neous marriages. As shown in table 11, both in the short- and the long-run we observe

an overall drop in the fraction of homogeneous marriages of -3.6% and -4.0% respectively.

Decomposing these changes by workers’ geographic mismatch, we see that in the short-run

all workers experience a drop in the fraction of homogeneous marriages, which suggests that

many of these marriages were sustained by the prospect of migration, while in the long-run
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Fraction of occupationally homogeneous marriages
Baseline (%) SR (%) % Change LR (%) % Change

All
9.61 9.26 -3.64 9.23 -3.96

Geographic Mismatch Men
1 10.29 10.07 -2.15 9.87 -4.13
2 8.56 8.09 -5.53 8.18 -4.42
3 5.97 5.45 -8.60 5.87 -1.68
4 8.27 7.72 -6.62 8.64 +4.43
5 9.09 7.82 -13.98 9.87 +8.61

Geographic Mismatch Women
1 9.79 9.57 -2.21 9.27 -5.28
2 9.57 8.92 -6.77 9.08 -5.15
3 8.04 7.27 -9.50 8.08 +0.53
4 9.18 8.53 -7.01 9.88 +7.69
5 8.69 7.61 -12.49 10.34 +18.97

Table 11: Yearly fraction of new marriages involving spouses employed in the same occupa-
tion in the baseline and counterfactual scenario where migration is not allowed.

equilibrium the change in the marriage market conditions induces an increase in this fraction

for the geographically mismatched.

6 Conclusions

The interaction between marriage and mobility has the potential to affect a variety of eco-

nomic outcomes, especially in light of the increasing labor force participation and attachment

of women. On the one hand, by affecting migration and the geographic distribution of the la-

bor force, this interaction has implications for both individual and aggregate labor earnings.

Moreover, given its implications for the dynamics of family formation, it has the potential to

influence earnings inequality (within-household, within-city, and in the aggregate) and the

behavior of households on several levels (e.g. labor supply and fertility).

While in this paper we do not touch on all these aspects, leaving them as the object of

future research, we establish and quantify a series of important aspects of this interaction.

First, we show that, since they foresee the labor market costs associated with marriage,

individuals select into it based on the value of their migration option and on how that

changes with the partner’s characteristics. We exploit the geographic heterogeneity in wages

across US cities for different occupations to build a measure of geographic mismatch. We use

this to divide individuals into five groups based on the value of their migration option. We
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empirically show that geographically mismatched individuals (i.e. those workers who would

gain the most from migrating to a different city) are less likely to enter marriage and, if

married, more likely to divorce. Moreover, conditional on entering marriage, geographically

mismatched individuals tend to marry similarly mismatched partners.

We rationalize these correlations through a stationary equilibrium, heterogeneous agents

model with endogenous marriage, divorce, and migration. In the model, agents differ by

their gender, their occupation, and the idiosyncratic preference for the city in which they live.

Within a marriage, resources are allocated through Nash bargaining, where the outside option

for both spouses is a costly divorce. The outside option of being single bears the full value of

the migration option, while within marriage the migration value for one individual is reduced

due to bargaining. The marital surplus for couples involving geographically mismatched

spouses is then, on average, smaller and, thus, their marriage is less stable. Moreover, ceteris

paribus, the marital surplus tends to be higher if the individual incentives for migration of

the two spouses align.

The model is estimated through indirect inference to match some of the empirical rela-

tions established in the empirical analysis. The estimated model is used to study the effects

of marriage on labor market outcomes and the geographic allocation of labor and, on the

other side, the effect of migration on marriage market outcomes. We find that by entering

an early marriage which restricts their mobility, individuals give up as much as 10% in wage

growth over their working life. Moreover, we find that heterogeneity in local marriage mar-

ket conditions constitutes an additional incentive for workers to relocate to more productive

cities. We estimate that this effect increases the geographic concentration of labor in more

productive cities, causing an increase in aggregate labor earning of 2.8%. Finally, we esti-

mate that, without migration, the average marriage rate and the average divorce rate would

be 4.7% higher, which corresponds to an increase in the equilibrium fraction of married

population of about 0.9 percentage points.

The analysis carried out in this paper opens up several interesting questions. On the one

hand, it suggests that policies and technological changes that affect the value of marriage can,

by the mechanism described in this paper, have implications for the geographic distribution

of labor. On the other hand, all the economic forces that shape the geography of wages also

affect the dynamics of family formation and, consequently, they have potential implications

for all the other aspects that correlate with it, such as inequality (aggregate, local, and

within-household) and fertility. We postpone the study of these questions to future research.
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A Cohabitation

In the main text, we argue that cohabiting couples might behave differently in comparison to

legally married couples because of the less stringent nature of cohabitation versus marriage.

In this appendix, we present evidence that this is indeed the case, showing that cohabiting

couples do not display different migration rates than single households. The ACS sample

allows us to distinguish between simple housemates from cohabiting, non-married couples

thanks to a variable (“related”) that defines the relationship of household members with

the head. One of the options is “unmarried partner”. Among all non-married households,

about 13.9% report the head being in an unmarried relationship. In Table 12, we use this

information to compare the migration rates of all singles to the subset of unmarried couples

by age groups. It shows that the cohabiting partners do not display lower migration rates

than singles.

Migration Rate
Age Singles Cohabiting
25-29 1.38% 1.74%
30-34 0.75% 0.80%
35-39 0.53% 0.44%
40-44 0.35% 0.32%
45-49 0.28% 0.12%
50-55 0.25% 0.05%
Total 0.76% 0.94%

Table 12: Migration rate of single and cohabiting individuals by age group.

B Tables and Additional Figures

In this section, we report all the extra figures, tables, and robustness checks relative to

the main findings of section 2. Additional robustness checks are reported in the following

sections.

Figure 15 reports the estimated city-occupation fixed effects as deviations from the oc-

cupation median.

Migration Tables 13 and 14 report the estimates for the migration equation for men and

women respectively. The second column in both tables corresponds to the baseline model

represented in figure 1. The first column corresponds to the migration regression in the
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Figure 15: Estimated city-occupation fixed effects (deviations from the occupation median).
Different shades of gray represent the five levels of geographic mismatch. The vertical lines
report the averages for each group.

auxiliary model used in the estimation of the model through indirect inference. The only

difference with the former comes from the lack of the education and children dummies (both

are sources of heterogeneity that are not modeled) and the absence of year dummies. In

the remaining columns, we perform robustness checks including occupation fixed effects and

state (of origin) fixed effect, separately and together. Moreover, in the last two columns,

we estimate the model splitting the sample by education: same college and above (labeled

as "College") and high-school graduates and below ("Non-College"). The results are clearly

robust across columns. Interestingly, including the state fixed effects tends to increase the

gradient in the migration probabilities across workers’ mismatch levels. Figure 16 is the

women counterpart of figure 1 and shows the migration rates (corresponding to the estimates

in the second column of Table 14) and the average negative change in geographic mismatch

conditional on migration. Figure 17 is the women counterpart of figure 4.

Marriage and Divorce Tables 15 and 16 show the estimates of the marriage equation

on the sample of men and women respectively. All the columns follow the same logic as in

the migration table. We see that the results are robust to the inclusion of occupation and

state fixed effects separately for men. Also, the results are robust to spitting the sample

by education. For women, in all the specifications many coefficients do not achieve statis-
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Yearly Probability of Migration (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.315*** 1.370*** 1.397*** 1.464*** 1.498*** 1.053
(0.0635) (0.0662) (0.0690) (0.0824) (0.0849) (0.0955)

Mismatch 3 1.417*** 1.502*** 1.523*** 1.836*** 1.661*** 1.140
(0.0720) (0.0766) (0.0807) (0.116) (0.101) (0.105)

Mismatch 4 1.542*** 1.687*** 1.765*** 2.033*** 1.933*** 1.218**
(0.0868) (0.0955) (0.105) (0.143) (0.133) (0.118)

Mismatch 5 2.068*** 2.339*** 2.481*** 3.026*** 3.095*** 1.392***
(0.126) (0.145) (0.162) (0.239) (0.230) (0.146)

Wage 1.124*** 1.009 0.930** 1.002 1.051 0.953
(0.0335) (0.0303) (0.0286) (0.0312) (0.0376) (0.0544)

Wage dispersion 6.412*** 3.916*** 3.427*** 6.165*** 2.113
(2.582) (1.631) (1.445) (3.069) (1.596)

Children under 5 0.761*** 0.804*** 0.769*** 0.658*** 0.866
(0.0512) (0.0545) (0.0523) (0.0708) (0.0761)

College dummy 1.752*** 1.440*** 1.697***
(0.0697) (0.0643) (0.0677)

Observations 453,245 453,245 453,245 437,069 262,570 190,675
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 13: Estimates of the migration equation for men. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for his occupation.

tical significance just like in the baseline estimate. Only the coefficient on the dummy for

mismatch level 5 is often significant, but point estimates are in line with the theory. An

interesting fact, but not directly related to the topic of this paper, that emerges from the

table is that including occupation fixed effects reverses the effect of education on marriage

for men. Within occupations, educated men are less likely to marry. This clashes with the

common view that well-educated men are more likely to marry because they are more “com-

petitive” in the marriage market than less-educated men. The opposite is true for women.

The inclusion of occupation fixed effects seems to increase the correlation of education with

marriage probabilities. This suggests that highly educated women are more likely to work
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Yearly Probability of Migration (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.293*** 1.352*** 1.333*** 1.718*** 1.412*** 1.066
(0.0701) (0.0732) (0.0741) (0.110) (0.0829) (0.147)

Mismatch 3 1.335*** 1.398*** 1.360*** 2.050*** 1.476*** 1.052
(0.0783) (0.0819) (0.0826) (0.149) (0.0937) (0.158)

Mismatch 4 1.915*** 2.054*** 1.977*** 2.869*** 2.193*** 1.511***
(0.119) (0.127) (0.130) (0.222) (0.148) (0.225)

Mismatch 5 2.707*** 2.909*** 2.852*** 4.179*** 2.974*** 2.525***
(0.187) (0.200) (0.206) (0.368) (0.230) (0.389)

Wage 1.150*** 0.963 0.905** 0.948 0.957 1.021
(0.0396) (0.0349) (0.0352) (0.0354) (0.0387) (0.0873)

Wage dispersion 19.32*** 9.330*** 8.941*** 13.87*** 1.465
(9.348) (4.671) (4.560) (7.606) (1.809)

Children under 5 0.593*** 0.617*** 0.592*** 0.523*** 0.730***
(0.0359) (0.0378) (0.0362) (0.0418) (0.0749)

College dummy 1.932*** 1.777*** 1.877***
(0.107) (0.107) (0.106)

Observations 352,015 352,015 350,484 340,027 249,217 102,798
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 14: Estimates of the migration equation for women. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for her occupation.

in occupations that make them less likely to marry. Further investigations are postponed to

future research.

Figure 18 shows the values of our baseline measure of assortative mating (eq. 4) consid-

ering all married couples instead of only newlyweds. For comparison, the dotted line is the

baseline measure from figure 5. The graph shows roughly the same patterns as the baseline.

The increase in the degree of marital sorting along the diagonal is lower than in the baseline

and the level itself is always below. This is consistent with and can be interpreted as an

effect of the migration patterns described in the paper.

Figures 19 and 20 show the results from computing a conditional version of the assortative
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Yearly Probability of Marriage (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 0.937*** 0.933*** 0.959** 0.949*** 0.940*** 0.908**
(0.0169) (0.0170) (0.0181) (0.0191) (0.0196) (0.0344)

Mismatch 3 0.911*** 0.905*** 0.919*** 0.921*** 0.923*** 0.860***
(0.0185) (0.0185) (0.0198) (0.0213) (0.0220) (0.0349)

Mismatch 4 0.893*** 0.891*** 0.949* 0.912*** 0.874*** 0.925*
(0.0218) (0.0219) (0.0252) (0.0249) (0.0266) (0.0398)

Mismatch 5 0.801*** 0.792*** 0.879*** 0.810*** 0.859*** 0.717***
(0.0253) (0.0255) (0.0303) (0.0282) (0.0353) (0.0380)

City size 0.989* 0.990 0.983** 0.992 0.992 0.997
(0.00640) (0.00645) (0.00680) (0.00752) (0.00776) (0.0122)

Sex ratio 0.0922*** 0.0856*** 0.159*** 0.453** 0.102*** 0.0804***
(0.0216) (0.0202) (0.0373) (0.171) (0.0278) (0.0378)

Wage 1.264*** 1.231*** 1.182*** 1.232*** 1.213*** 1.330***
(0.0135) (0.0136) (0.0144) (0.0137) (0.0154) (0.0306)

Wage dispersion 1.840*** 1.681*** 1.709*** 1.638** 2.058**
(0.320) (0.296) (0.301) (0.339) (0.689)

Children 2.386*** 2.734*** 2.405*** 2.971*** 1.955***
(0.0541) (0.0640) (0.0547) (0.0887) (0.0680)

College dummy 1.381*** 0.853*** 1.379***
(0.0239) (0.0171) (0.0239)

Observations 308,457 308,457 308,457 308,457 214,564 93,893
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 15: Estimates of the marriage equation for men. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for his occupation.

mating measure in eq. (4). In this version, we compare the observed distribution of marriages

across two dimensions, geographic mismatch and the characteristics we wish to control for,

to the one we would obtain if marriage was random with respect to geographic mismatch but

not with respect to the controlling characteristics. Let H and W denote the characteristic
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Yearly Probability of Marriage (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 0.987 0.992 1.009 1.002 0.977 1.048
(0.0181) (0.0182) (0.0193) (0.0209) (0.0196) (0.0485)

Mismatch 3 1.000 1.001 0.990 1.006 0.987 1.052
(0.0204) (0.0205) (0.0214) (0.0243) (0.0222) (0.0530)

Mismatch 4 0.977 0.980 0.946** 0.980 0.968 1.014
(0.0248) (0.0250) (0.0257) (0.0283) (0.0276) (0.0590)

Mismatch 5 0.937* 0.939* 0.866*** 0.947 0.932* 0.972
(0.0321) (0.0323) (0.0314) (0.0357) (0.0363) (0.0722)

City size 0.988* 0.989 0.990 0.989 0.979*** 1.029*
(0.00680) (0.00685) (0.00701) (0.00794) (0.00755) (0.0164)

Sex ratio 0.768 0.845 0.710 5.686*** 0.674 2.938**
(0.170) (0.186) (0.163) (2.110) (0.164) (1.542)

Wage 1.313*** 1.235*** 1.216*** 1.238*** 1.251*** 1.239***
(0.0154) (0.0153) (0.0168) (0.0155) (0.0173) (0.0361)

Wage dispersion 0.551*** 0.499*** 0.534*** 0.393*** 3.368**
(0.104) (0.0951) (0.102) (0.0812) (1.631)

Children 1.299*** 1.290*** 1.303*** 1.503*** 1.046
(0.0288) (0.0297) (0.0290) (0.0387) (0.0445)

College dummy 1.464*** 1.706*** 1.459***
(0.0302) (0.0395) (0.0302)

Observations 275,612 275,612 275,612 275,612 214,529 61,083
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 16: Estimates of the marriage equation for women. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for her occupation.

we wish to control for husbands and wives respectively. The new measure is given by

sh,w =
P (h, w,H,W )

∑

c P (h|H, c)P (w|W, c)P (H,W |c)P (c)
(24)

Figure 19, reports the computed statistics controlling for education. In particular, it

shows marital sorting conditional on both spouses having the same education. In figure 20,
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Figure 18: Measure of marital sorting as a function of the spouses’ geographic mismatch for
all couples. The figure focuses on the diagonal values and includes 95% confidence intervals
and the baseline measure (dashed line).

we condition on both spouses belonging to the same age group. Due to data limitations, both

are computed on the full set of married couples and not on the subset of newlyweds as we do

in the baseline. The positive relationship between the level of geographic mismatch and the

degree of assortative mating is robust to controlling for education or age. It is worth noting

that, when controlling for age, younger couples, who are more likely to be newlyweds and

have higher migration rates, display steeper profiles than older couples. This is consistent

with the mechanism proposed in the paper.

Tables 17 and 18 show the results for the probability of marrying within an occupation.

Columns are as for the other estimates, where the second columns are the ones depicted in

figure 6. All the results are robust to the inclusion of occupation or state fixed effects (even

though not all the estimates remain significant in all the specifications). The results still

hold when estimating the probability model on the subset of college graduates while, due to

the small sample size, significance is lost in almost all the coefficients on the dummies for

geographic mismatch when estimating on the lower education group.

Finally, tables 19 and 20 report the results from the estimation of the divorce equation

for men and women respectively. Columns are as described previously. Also in this case,

we see that the results are robust to controlling for occupation fixed effects. The results are

not robust to the introduction of state fixed effects. This is due to the limited number of

observed divorces. Moreover, the results are robust to splitting the sample by education,

even though we incur in the familiar identification problem for non-college women.
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Figure 19: Measure of marital sorting as a function of the spouses’ geographic mismatch for
all couples, conditional on both spouses having the same education.

ACS and CPS occupational structure In figure 21, we compare the gender-specific

occupational distributions obtained from the ACS sample (used for the empirical analysis)

to the corresponding stationary distributions obtained from the transition matrices com-

puted from the CPS (fed to the model). In the figure, each point represents one of the 95

occupations. A point lying on the 45° line implies identical shares in the two samples for

the corresponding occupation. Overall, for both men and women, the two distributions are

quite similar. In both cases, the major discrepancy is given by occupation 178, "Lawyers and

judges" (see appendix J) which is overestimated in the CPS compared to the ACS sample.

Calibration Figure 22 and table 21 are the analogous of figure 9 and table 6 and compare

simulated and empirical equivalents of the target moments computed for women.

Figure 23 plots the same data as figure 10 but on an absolute scale.

In figure 24, we show the model-generated measure of assortative mating described in

equation (3).
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Figure 20: Measure of marital sorting as a function of the spouses’ geographic mismatch for
all couples, conditional on both spouses belonging to the same age group.
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Probability of Marriage Within Occupation (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.041 1.058 1.043 1.083 1.041 1.148
(0.0653) (0.0665) (0.0671) (0.0784) (0.0703) (0.201)

Mismatch 3 1.259*** 1.287*** 1.221*** 1.320*** 1.296*** 1.209
(0.0852) (0.0873) (0.0850) (0.105) (0.0950) (0.222)

Mismatch 4 1.284*** 1.348*** 1.176* 1.374*** 1.447*** 0.995
(0.108) (0.114) (0.104) (0.132) (0.135) (0.208)

Mismatch 5 1.445*** 1.522*** 1.221* 1.543*** 1.670*** 1.103
(0.156) (0.165) (0.139) (0.185) (0.206) (0.262)

Other sex fraction 1.437*** 1.436*** 1.920*** 1.431*** 1.410*** 1.612***
(0.0334) (0.0336) (0.0782) (0.0336) (0.0361) (0.0958)

College 0.811 0.850 0.814
(0.121) (0.135) (0.122)

College, spouse 0.506*** 0.505*** 0.510*** 1.452*** 0.522***
(0.0654) (0.0676) (0.0659) (0.182) (0.0709)

College interaction 2.914*** 2.465*** 2.920***
(0.512) (0.450) (0.514)

Wage 0.352*** 0.328*** 0.370*** 0.331*** 0.338*** 0.357**
(0.0816) (0.0739) (0.0802) (0.0746) (0.102) (0.176)

Wage, spouse 0.440*** 0.418*** 0.472*** 0.424*** 0.455** 0.325**
(0.114) (0.106) (0.117) (0.108) (0.155) (0.168)

Wage interaction 1.446*** 1.454*** 1.391*** 1.446*** 1.433*** 1.468**
(0.111) (0.108) (0.101) (0.108) (0.141) (0.257)

Observations 21,885 21,885 21,643 21,868 17,389 4,496
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 17: Estimates of the equation for marrying within occupation for men. The table
reports the odds-ratios relative to an individual who is geographically well-matched (level
1), namely an individual who lives in the highest paying quintile of cities for his occupation.
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Probability of Marriage Within Occupation (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.025 1.040 1.030 1.033 1.070 0.779
(0.0638) (0.0651) (0.0660) (0.0765) (0.0700) (0.162)

Mismatch 3 1.156** 1.185** 1.062 1.157* 1.184** 1.123
(0.0770) (0.0792) (0.0723) (0.0955) (0.0837) (0.234)

Mismatch 4 1.293*** 1.321*** 1.178* 1.321*** 1.328*** 1.191
(0.108) (0.111) (0.103) (0.135) (0.120) (0.283)

Mismatch 5 1.593*** 1.647*** 1.358*** 1.612*** 1.583*** 1.632*
(0.174) (0.180) (0.153) (0.199) (0.195) (0.420)

Other sex fraction 1.447*** 1.443*** 1.461*** 1.435*** 1.399*** 1.907***
(0.0332) (0.0332) (0.0343) (0.0331) (0.0334) (0.163)

College 0.557*** 0.476*** 0.565***
(0.0714) (0.0633) (0.0725)

College, spouse 0.911 0.849 0.923 2.408*** 0.949
(0.135) (0.131) (0.137) (0.225) (0.148)

College interaction 2.679*** 2.355*** 2.652***
(0.467) (0.420) (0.463)

Wage 0.532** 0.481*** 0.478*** 0.483*** 0.532** 0.361***
(0.131) (0.118) (0.114) (0.118) (0.152) (0.140)

Wage, spouse 0.390*** 0.350*** 0.372*** 0.352*** 0.397*** 0.218***
(0.0855) (0.0758) (0.0773) (0.0763) (0.101) (0.0812)

Wage interaction 1.377*** 1.397*** 1.374*** 1.393*** 1.353*** 1.578***
(0.0998) (0.1000) (0.0952) (0.0998) (0.111) (0.220)

Observations 22,422 22,422 21,760 22,404 19,395 3,027
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 18: Estimates of the equation for marrying within occupation for women. The table
reports the odds-ratios relative to an individual who is geographically well-matched (level
1), namely an individual who lives in the highest paying quintile of cities for her occupation.
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Yearly Probability of Divorce (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.101*** 1.078*** 1.053*** 1.021 1.073*** 1.082***
(0.0190) (0.0187) (0.0184) (0.0196) (0.0237) (0.0306)

Mismatch 3 1.143*** 1.109*** 1.067*** 1.021 1.108*** 1.101***
(0.0208) (0.0203) (0.0197) (0.0212) (0.0263) (0.0319)

Mismatch 4 1.192*** 1.144*** 1.058*** 1.041* 1.155*** 1.118***
(0.0242) (0.0234) (0.0221) (0.0241) (0.0322) (0.0343)

Mismatch 5 1.170*** 1.115*** 1.026 1.003 1.118*** 1.088**
(0.0285) (0.0274) (0.0256) (0.0274) (0.0398) (0.0379)

Wage 0.745*** 0.805*** 0.822*** 0.807*** 0.829*** 0.753***
(0.00712) (0.00851) (0.00899) (0.00852) (0.0111) (0.0127)

Wage dispersion 0.352*** 0.517*** 0.539*** 0.539*** 0.518***
(0.0608) (0.0882) (0.0925) (0.129) (0.127)

College dummy 0.771*** 0.986 0.767***
(0.0107) (0.0147) (0.0107)

Children under 5 0.206*** 0.212*** 0.207*** 0.177*** 0.233***
(0.00526) (0.00542) (0.00529) (0.00603) (0.00915)

Observations 947,971 947,971 947,971 947,971 636,433 311,538
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 19: Estimates of the divorce equation for men. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for his occupation.
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Yearly Probability of Divorce (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.073*** 1.054*** 1.024 1.005 1.097*** 0.969
(0.0173) (0.0171) (0.0167) (0.0186) (0.0216) (0.0274)

Mismatch 3 1.076*** 1.064*** 1.051*** 0.981 1.086*** 1.012
(0.0184) (0.0183) (0.0182) (0.0198) (0.0229) (0.0301)

Mismatch 4 1.104*** 1.085*** 1.075*** 1.008 1.100*** 1.043
(0.0216) (0.0213) (0.0213) (0.0230) (0.0271) (0.0341)

Mismatch 5 1.085*** 1.066*** 1.099*** 0.975 1.096*** 1.007
(0.0258) (0.0255) (0.0265) (0.0262) (0.0337) (0.0386)

Wage 0.778*** 0.852*** 0.872*** 0.853*** 0.852*** 0.863***
(0.00660) (0.00809) (0.00885) (0.00807) (0.00944) (0.0157)

Wage dispersion 0.976 1.326 1.294 1.095 1.925**
(0.176) (0.237) (0.233) (0.244) (0.574)

College dummy 0.747*** 0.739*** 0.753***
(0.0103) (0.0110) (0.0104)

Children under 5 0.437*** 0.436*** 0.441*** 0.399*** 0.502***
(0.00856) (0.00856) (0.00862) (0.00944) (0.0180)

Observations 951,328 951,328 950,866 951,328 699,343 251,985
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 20: Estimates of the divorce equation for women. The table reports the odds-ratios
relative to an individual who is geographically well-matched (level 1), namely an individual
who lives in the highest paying quintile of cities for her occupation.

Moment Data Model

Average probability of migration (single women) 0.77% 0.98%
Average probability of marriage (women) 9.35% 8.22%
Average probability of divorce (women) 2.98% 0.54%

Table 21: Other non targeted moments.

66



0 0.05 0.1 0.15

CPS (stationary distribution)

0

0.05

0.1

0.15

A
C

S

Men

0 0.02 0.04 0.06 0.08 0.1

CPS (stationary distribution)

0

0.02

0.04

0.06

0.08

0.1

A
C

S

Women

Figure 21: Comparison of the occupation shares of men and women computed from the ACS
sample to the stationary distribution implied by the transition matrices obtained from the
CPS.
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Figure 22: Estimates of the auxiliary model from real and simulated data for women. Unlike
their male counterparts, these have not been targeted.
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Figure 23: Goodness of fit: Herfindahl index of the geographic concentration of employment
by occupation.
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Figure 24: Model-generated measure of marital sorting as a function of the spouses’ geo-
graphic mismatch (corresponding to equation 3). The left panel shows all the values while
the right panel focuses on the diagonal elements and compares them to the empirical values.
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C Robustness: alternative occupational systems

In this appendix, we perform the empirical analysis using an alternative occupational system,

namely the 3-digits system used by Dorn (2009), and report all the relevant tables and graphs.

This system contains a finer definition of occupations which causes some occupations to be

unobserved in some cities, implying that not all cities appear in each occupation-specific

ranking.

Yearly Probability of Migration (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.146*** 1.195*** 1.217*** 1.248*** 1.346*** 0.839*
(0.0567) (0.0592) (0.0627) (0.0699) (0.0772) (0.0807)

Mismatch 3 1.385*** 1.472*** 1.500*** 1.616*** 1.631*** 1.099
(0.0695) (0.0741) (0.0799) (0.0990) (0.0973) (0.101)

Mismatch 4 1.403*** 1.534*** 1.609*** 1.700*** 1.734*** 1.117
(0.0805) (0.0884) (0.0989) (0.118) (0.121) (0.111)

Mismatch 5 2.231*** 2.464*** 2.577*** 2.798*** 3.012*** 1.600***
(0.139) (0.155) (0.171) (0.218) (0.230) (0.171)

Wage 1.153*** 1.029 0.922*** 1.021 1.072* 0.970
(0.0344) (0.0311) (0.0289) (0.0320) (0.0387) (0.0559)

Wage dispersion 0.872 0.819 0.783 0.718 1.129
(0.182) (0.172) (0.171) (0.182) (0.425)

Children under 5 0.761*** 0.800*** 0.772*** 0.663*** 0.855*
(0.0515) (0.0547) (0.0528) (0.0714) (0.0758)

College dummy 1.750*** 1.408*** 1.691***
(0.0695) (0.0634) (0.0674)

Observations 453,225 453,225 443,765 437,049 262,559 190,666
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 22: Estimates of the migration equation for men using Dorn’s (2009) occupational
system. The table reports the odds-ratios relative to an individual who is geographically
well-matched (level 1), namely an individual who lives in the highest paying quintile of cities
for his occupation.
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Yearly Probability of Migration (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.239*** 1.291*** 1.279*** 1.487*** 1.312*** 1.181
(0.0669) (0.0695) (0.0718) (0.0915) (0.0766) (0.164)

Mismatch 3 1.138** 1.194*** 1.173** 1.490*** 1.218*** 1.086
(0.0688) (0.0720) (0.0743) (0.107) (0.0803) (0.163)

Mismatch 4 1.810*** 1.920*** 1.888*** 2.346*** 1.951*** 1.784***
(0.111) (0.117) (0.125) (0.179) (0.131) (0.264)

Mismatch 5 2.743*** 2.936*** 2.924*** 3.628*** 3.165*** 2.173***
(0.190) (0.204) (0.213) (0.316) (0.239) (0.367)

Wage 1.169*** 0.973 0.902*** 0.958 0.969 1.020
(0.0405) (0.0355) (0.0360) (0.0360) (0.0393) (0.0892)

Wage dispersion 1.783** 1.328 1.380 1.862** 0.165**
(0.446) (0.343) (0.374) (0.514) (0.115)

Children under 5 0.593*** 0.626*** 0.593*** 0.523*** 0.735***
(0.0359) (0.0384) (0.0363) (0.0418) (0.0752)

College dummy 1.934*** 1.768*** 1.867***
(0.107) (0.106) (0.105)

Observations 352,007 352,007 344,655 340,019 249,211 102,796
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 23: Estimates of the migration equation for women using Dorn (2009) occupational
system. The table reports the odds-ratios relative to an individual who is geographically
well-matched (level 1), namely an individual who lives in the highest paying quintile of cities
for her occupation.
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Yearly Probability of Marriage (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 0.935*** 0.932*** 0.944*** 0.947*** 0.933*** 0.918**
(0.0166) (0.0166) (0.0173) (0.0183) (0.0190) (0.0346)

Mismatch 3 0.913*** 0.906*** 0.912*** 0.926*** 0.923*** 0.863***
(0.0182) (0.0182) (0.0188) (0.0208) (0.0215) (0.0345)

Mismatch 4 0.879*** 0.878*** 0.888*** 0.897*** 0.876*** 0.889***
(0.0210) (0.0212) (0.0222) (0.0239) (0.0259) (0.0384)

Mismatch 5 0.830*** 0.817*** 0.818*** 0.842*** 0.856*** 0.769***
(0.0271) (0.0271) (0.0278) (0.0297) (0.0357) (0.0431)

City size 0.992 0.992 0.991 0.995 0.993 1.000
(0.00633) (0.00638) (0.00649) (0.00744) (0.00764) (0.0121)

Sex ratio 0.0919*** 0.0852*** 0.125*** 0.461** 0.101*** 0.0812***
(0.0215) (0.0200) (0.0292) (0.173) (0.0273) (0.0382)

Wage 1.272*** 1.236*** 1.166*** 1.237*** 1.216*** 1.345***
(0.0134) (0.0136) (0.0139) (0.0137) (0.0153) (0.0309)

Wage dispersion 1.005 1.017 1.031 1.201* 0.662**
(0.0840) (0.0857) (0.0873) (0.116) (0.114)

College dummy 1.389*** 1.261*** 1.387***
(0.0240) (0.0245) (0.0240)

Observations 308,453 308,453 308,203 308,453 214,562 93,891
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 24: Estimates of the marriage equation for men using Dorn’s (2009) occupational
system. The table reports the odds-ratios relative to an individual who is geographically
well-matched (level 1), namely an individual who lives in the highest paying quintile of cities
for his occupation.
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Yearly Probability of Marriage (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1
(0) (0) (0) (0) (0)

Mismatch 2 1.027 1.030* 1.049** 1.024 1.041
(0.0185) (0.0185) (0.0208) (0.0200) (0.0488)

Mismatch 3 1.038* 1.039* 1.062*** 1.033 1.047
(0.0209) (0.0210) (0.0246) (0.0229) (0.0524)

Mismatch 4 1.012 1.013 1.030 0.991 1.079
(0.0250) (0.0251) (0.0285) (0.0274) (0.0617)

Mismatch 5 0.982 0.983 1.010 1.008 0.894
(0.0337) (0.0339) (0.0373) (0.0390) (0.0690)

City size 0.995 0.995 0.995 0.987* 1.027*
(0.00675) (0.00680) (0.00785) (0.00749) (0.0162)

Sex ratio 0.809 0.888 6.425*** 0.715 2.876**
(0.179) (0.196) (2.383) (0.174) (1.517)

Wage 1.317*** 1.238*** 1.241*** 1.254*** 1.245***
(0.0154) (0.0153) (0.0155) (0.0173) (0.0362)

Wage dispersion 0.722*** 0.703*** 0.716*** 0.665*** 1.058
(0.0718) (0.0705) (0.0722) (0.0731) (0.259)

College dummy 1.299*** 1.303***
(0.0288) (0.0290)

Observations 275,608 275,608 275,608 214,525 61,083
Year dummies NO YES YES YES YES
Occ. FE NO NO NO NO NO
State FE NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 25: Estimates of the marriage equation for women using Dorn’s (2009) occupational
system. The table reports the odds-ratios relative to an individual who is geographically
well-matched (level 1), namely an individual who lives in the highest paying quintile of cities
for her occupation. The regression with occupation fixed effects is not available due to
numerical difficulties in performing the estimation.

73



Probability of Marriage Within Occupation (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.242*** 1.249*** 1.032 1.385*** 1.190** 1.695***
(0.0856) (0.0863) (0.0769) (0.113) (0.0880) (0.344)

Mismatch 3 1.631*** 1.653*** 1.199** 1.914*** 1.586*** 2.229***
(0.120) (0.122) (0.0990) (0.175) (0.127) (0.469)

Mismatch 4 2.178*** 2.220*** 1.332*** 2.557*** 2.291*** 2.209***
(0.200) (0.205) (0.143) (0.269) (0.230) (0.525)

Mismatch 5 2.071*** 2.156*** 1.199 2.457*** 2.344*** 1.674*
(0.272) (0.284) (0.188) (0.356) (0.347) (0.500)

Other sex fraction 1.419*** 1.418*** 1.997*** 1.423*** 1.374*** 1.697***
(0.0328) (0.0332) (0.0831) (0.0338) (0.0349) (0.107)

College 0.492*** 0.392*** 0.496***
(0.0859) (0.0756) (0.0869)

College, spouse 0.492*** 0.447*** 0.497*** 1.703*** 0.494***
(0.0716) (0.0693) (0.0726) (0.251) (0.0758)

College interaction 3.471*** 2.817*** 3.461***
(0.704) (0.617) (0.705)

Wage 0.333*** 0.330*** 0.376*** 0.337*** 0.308*** 0.417*
(0.0919) (0.0891) (0.115) (0.0916) (0.111) (0.214)

Wage, spouse 0.455** 0.454*** 0.537* 0.459** 0.450** 0.379*
(0.140) (0.137) (0.186) (0.139) (0.182) (0.196)

Wage interaction 1.444*** 1.439*** 1.359*** 1.430*** 1.455*** 1.451**
(0.130) (0.127) (0.137) (0.127) (0.169) (0.247)

Observations 17,453 17,453 16,860 17,442 14,640 2,813
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 26: Estimates of the equation for marrying within occupation for men using Dorn’s
(2009) occupational system. The table reports the odds-ratios relative to an individual who
is geographically well-matched (level 1), namely an individual who lives in the highest paying
quintile of cities for his occupation.
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Probability of Marriage Within Occupation (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.123* 1.144* 1.096 1.157* 1.185** 0.771
(0.0771) (0.0791) (0.0819) (0.0945) (0.0851) (0.191)

Mismatch 3 1.433*** 1.474*** 1.340*** 1.525*** 1.481*** 1.345
(0.105) (0.108) (0.103) (0.140) (0.115) (0.311)

Mismatch 4 1.827*** 1.862*** 1.719*** 1.938*** 1.812*** 1.945***
(0.165) (0.169) (0.170) (0.212) (0.178) (0.490)

Mismatch 5 1.834*** 1.887*** 1.699*** 1.942*** 1.892*** 1.550
(0.240) (0.248) (0.246) (0.283) (0.278) (0.485)

Other sex fraction 1.461*** 1.461*** 1.589*** 1.457*** 1.437*** 1.730***
(0.0325) (0.0328) (0.0386) (0.0334) (0.0334) (0.147)

College 0.578*** 0.519*** 0.588***
(0.0834) (0.0807) (0.0854)

College, spouse 0.837 0.448*** 0.856 2.310*** 0.864
(0.144) (0.0886) (0.147) (0.239) (0.155)

College interaction 2.783*** 2.250*** 2.727***
(0.555) (0.494) (0.546)

Wage 0.439*** 0.399*** 0.392** 0.397*** 0.414** 0.427**
(0.130) (0.119) (0.145) (0.120) (0.160) (0.165)

Wage, spouse 0.340*** 0.306*** 0.303*** 0.304*** 0.324*** 0.271***
(0.0882) (0.0791) (0.0976) (0.0799) (0.110) (0.107)

Wage interaction 1.448*** 1.469*** 1.456*** 1.470*** 1.452*** 1.465***
(0.125) (0.126) (0.156) (0.128) (0.159) (0.207)

Observations 18,633 18,633 16,321 18,624 16,231 2,402
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 27: Estimates of the equation for marrying within occupation for women using Dorn’s
(2009) occupational system. The table reports the odds-ratios relative to an individual who
is geographically well-matched (level 1), namely an individual who lives in the highest paying
quintile of cities for her occupation.
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Yearly Probability of Divorce (Odds-ratios) - Men
All Men College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.097*** 1.076*** 1.076*** 1.018 1.074*** 1.076**
(0.0190) (0.0187) (0.0190) (0.0193) (0.0237) (0.0308)

Mismatch 3 1.135*** 1.101*** 1.096*** 1.016 1.101*** 1.091***
(0.0207) (0.0202) (0.0206) (0.0209) (0.0262) (0.0318)

Mismatch 4 1.192*** 1.143*** 1.139*** 1.036 1.172*** 1.096***
(0.0241) (0.0233) (0.0239) (0.0238) (0.0322) (0.0339)

Mismatch 5 1.157*** 1.110*** 1.122*** 1.003 1.113*** 1.082**
(0.0293) (0.0282) (0.0291) (0.0280) (0.0404) (0.0396)

Wage 0.739*** 0.801*** 0.838*** 0.803*** 0.827*** 0.749***
(0.00698) (0.00841) (0.00962) (0.00843) (0.0110) (0.0126)

Wage dispersion 0.882 0.947 0.989 1.049 0.839
(0.0769) (0.0818) (0.0854) (0.122) (0.108)

College dummy 0.767*** 0.845*** 0.764***
(0.0106) (0.0135) (0.0106)

Children under 5 0.205*** 0.207*** 0.207*** 0.176*** 0.233***
(0.00525) (0.00529) (0.00529) (0.00603) (0.00914)

Observations 947,948 947,948 947,496 947,948 636,425 311,523
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 28: Estimates of the divorce equation for men using Dorn’s (2009) occupational system.
The table reports the odds-ratios relative to an individual who is geographically well-matched
(level 1), namely an individual who lives in the highest paying quintile of cities for his
occupation.
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Yearly Probability of Divorce (Odds-ratios) - Women
All Women College Non-College

Mismatch 1 1 1 1 1 1 1
(0) (0) (0) (0) (0) (0)

Mismatch 2 1.043*** 1.029* 1.031* 0.979 1.057*** 0.970
(0.0169) (0.0168) (0.0171) (0.0178) (0.0209) (0.0278)

Mismatch 3 1.061*** 1.049*** 1.061*** 0.962* 1.065*** 1.006
(0.0182) (0.0181) (0.0187) (0.0193) (0.0225) (0.0301)

Mismatch 4 1.056*** 1.042** 1.056*** 0.954** 1.069*** 0.985
(0.0205) (0.0203) (0.0212) (0.0216) (0.0259) (0.0326)

Mismatch 5 1.076*** 1.062** 1.087*** 0.965 1.097*** 0.999
(0.0260) (0.0257) (0.0269) (0.0261) (0.0338) (0.0394)

Wage 0.776*** 0.852*** 0.872*** 0.853*** 0.852*** 0.862***
(0.00657) (0.00809) (0.00928) (0.00807) (0.00942) (0.0158)

Wage dispersion 0.834* 0.928 0.958 0.807* 1.250
(0.0824) (0.0905) (0.0937) (0.0998) (0.198)

College dummy 0.747*** 0.853*** 0.753***
(0.0103) (0.0130) (0.0104)

Children under 5 0.437*** 0.442*** 0.441*** 0.399*** 0.502***
(0.00856) (0.00866) (0.00862) (0.00944) (0.0180)

Observations 951,294 951,294 950,831 951,294 699,318 251,976
Year dummies NO YES YES YES YES YES
Occ. FE NO NO YES NO NO NO
State FE NO NO NO YES NO NO

Robust seeform in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 29: Estimates of the divorce equation for women using Dorn’s (2009) occupational
system. The table reports the odds-ratios relative to an individual who is geographically
well-matched (level 1), namely an individual who lives in the highest paying quintile of cities
for her occupation.
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D Stationary Distribution

In this appendix, we report the equations defining the stationary distribution of the model.

The equations for men and women are specular and we report only the ones for women.

Given the complexity of the transition dynamics, it is convenient to split the problem

and report three sets of equations: the first describes the distribution dynamics from the

inception of the period to after the marriage market phase; the second describes the transition

from the latter to the end of the period but before the preference shocks and death; the third

describes the dynamics of the preference and occupation shocks and death.

Distributions after the marriage market

Let µ̂c,g,xg
be the mass of singles of gender g of state xg living in city c after the marriage

market phase. This fraction of the population will be equal to the fraction of singles that

do not marry, namely the sum of those who do not receive a match in the marriage market

and those who do match but do not marry. For women, this is given by,

µ̂c,f,xf
=

(

1−

∫

xm

gf,c,xf ,xm
dxm

)

µc,f,xf
+

∫

ζ

∫

xm

gf,c,xf ,xm
m (c, xm, xf , ζ)µc,f,xf

dxmdf (ζ) .

(25)

As for married households, the only thing that happens in this initial phase is the real-

ization of the marriage quality shock. Thus the fraction of couples of type (xm, xf , ζ) living

in c is given by

ˆ̃µc,xm,xf ,ζ =

∫

ζ′
µ̃c,xm,xf ,ζ

′dfζ (ζ |ζ
′) . (26)

Distributions after the labor market

The mass of singles of gender g of type xg living in city c after the labor market, µ̊c,g,xg
, is

given by the sum of singles of the same type who were already living in c and did not move

(either because they did not have the chance or did not want to) and those who were living

elsewhere and moved to c. In addition, some married individuals might divorce and become

singles. As for the previously single, divorced individuals might be living in c because they

were already living there and did not move (either by choice or by lack of opportunity), or

because they moved there from elsewhere. These dynamics are described by the following
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equation:

µ̊c,f,xf
=



(1− χ) + χ
∑

c′|c′ 6=c

θ (c′|c)

∫

x̃if

(
1− t

(
c, xf , c

′, x̃if
))

dfξ
(
x̃if
)



 µ̂c,f,xf

+ χ
∑

c|c 6=c′

θ (c|c′)

∫

ξ′
f

t
(
c′, x′

f , c, ξf
)
fξ (ξf) dµ̂c′,f,x′

f

+ (1− χ)

∫

ζ

dnof (c, xm, xf , ζ)d ˆ̃µc,xm,xf ,ζ

+ χ
∑

c|c 6=c′

θ (c|c′)

∫

ξ′m,ξ′
f
,ζ

dof
(
c′, x′

m, x
′
f , ζ, c, ξm, ξf

)
tout,f

(
c′, x′

f , c, ξf
)
fξ (ξm) fξ (ξf) d ˆ̃µc′,x′

m,x′

f
,ζ.

(27)

Similarly, the mass of type-(xm, xf , ζ) married households living in c after the labor

market is given by the sum of those couples who did not divorce and did not move (either

by choice of by lack of opportunity) and those who moved to c from elsewhere, namely

˚̃µc,xm,xf ,ζ =



(1− χ) (1− dnof (c, xm, xf , ζ)) + χ
∑

c′|c′ 6=c

θ (c′|c)

∫

ξ̃m

∫

ξ̃f

(

1− t
(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

))(

1− dof

(

c, xm, xf , ζ, c
′, ξ̃m, ξ̃f

))

dfξ

(

ξ̃m

)

dfξ

(

ξ̃f

)
]

ˆ̃µc,xm

+ χ
∑

c|c 6=c′

θ (c|c′)

∫

ξ′m,ξ′
f
,ζ

(
1− dof

(
c′, x′

m, x
′
f , ζ, c, ξm, ξf

))

t
(
c′, x′

m, x
′
f , ζ, c, ξm, ξf

)
fξ (ξm) fξ (ξf) d ˆ̃µc′,x′

m,x′

f
,ζ.

(28)

Preference shocks and death

Finally, at the end of each period a fraction (1− ω) of households dies and is replaced by

an equal number of single households with types drawn from a given distribution Fg (xg),

with g = m, f and probability distribution fg (xg). Those who survive receive a preference

shock and potentially change occupation. The mass of single women of each type will then

be given by

µc,f,xf
= ω

∑

j′
f

π
(
jf |j

′
f

)
∫

ξ′
f

µ̊c,f,x′

f
dfξ
(
ξf |ξ

′
f

)
+(1− ω) dff (xf )

[
∫

xf

dµ̊c,f,xf
+

∫

xm,xf ,ζ

d˚̃µc,xm,xf ,ζ

]

.

(29)
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where fξ
(
ξf |ξ

′
f

)
is the conditional distribution of ξ. For married households we simply have

µ̃c,xm,xf ,ζ = ω

∫

ξ′m

∫

ξ′
f

˚̃µc,x′

m,x′

f
,ζdfξ (ξm|ξ

′
m) dfξ

(
ξf |ξ

′
f

)
(30)

E Existence of the Equilibrium

In appendix F, we construct an update function Ψ that has a fixed point if and only if there

exists a stationary equilibrium. This function takes as argument an element from the set

of feasible distributions of singles D, computes every endogenous object in the model, and

returns an updated distribution of singles from the set of feasible distributions. To prove the

existence of an equilibrium, all we need is to prove that Ψ and D satisfy the conditions stated

in Brouwer’s theorem, namely that D is compact and convex and that Ψ is a continuous

mapping from D to itself.

D is compact and convex. The stated properties of the set D follow trivially from the

definition of the set itself. Let µ be a vector of values µc,g,xg
for all c, g and xg describing

a distribution of single males and females over the state space. Then, the set of feasible

distributions, D, is defined as

D =






µ|
∑

c

∑

xf

µc,f,xf
≤ F ;

∑

c

∑

xm

µc,m,xm
≤ M






. (31)

Compactness and convexity of this set are thus trivially satisfied.

Ψ is a continuous mapping from D to itself. The mapping Ψ is described in detail in

appendix F. We are assured that for each µ ∈ D, µ′ = Ψ (µ) ∈ D simply because the mass

of males M and females F is exogenous to the model and kept constant by construction.

The continuity of Ψ follows from the continuity of the bliss (ζ) and preference (ξ) shocks and

the continuity of the matching function M (·, ·). Intuitively, the continuity of the shocks,

ensures that there are no discrete “jumps” in the flows of workers across states as the value

functions associated with each of the discrete choices that agents make change. Moreover,

these value functions are continuous in the matching probabilities that are continuous in the

distribution µ because of the continuity of M . It follows that all the value functions in the

model are continuous in µ. Summing up, continuous changes in µ cause continuous changes

in the value functions, that cause continuous changes in the flows of workers across states

and thus continuous changes in µ′.
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F Model Solution

This appendix describes the algorithm employed for the numerical solution of the model.

Step 1: Guess initial feasible60 distributions of singles, µc,m,xm
and µc,f,xf

.

Step 2: Given the guessed distributions, compute the matching probabilities using equa-

tion (7).

Step 3: Using the probabilities computed above, solve the fixed-point problem described

by equations (6), (9), (11) and (20). The solution to this problem is computed through

value function iteration. As a byproduct of the process, we obtain the policy functions for

marriage, divorce and migration.

Step 4: Using the policy functions obtained in the previous step, obtain a new guess for

the distribution of singles using equations(25) through (30).

Step 5: Evaluate the distance between the initial guess and the new guess. If it is less

than the specified tolerance then terminate. Otherwise, repeat from step 2 using the new

guess as the initial guess.

Notice that the algorithm outlined above describes a mapping Ψ : D → D from the set of

feasible distributions of singles D to itself. The stationary equilibrium then can be defined

as the solution to the fixed point problem described by Ψ (D) = D.

G Dealing with the curse of dimensionality

In this appendix, we describe the process used to construct clusters of cities. Such clusters

are used to reduce the computational power needed to numerically compute the equilibrium

of the model. Since in the model the only exogenous driver of the migration and marriage

patterns is the wage variation across cities and occupations, this process is aimed at clustering

cities with similar wage distributions together.

To perform the clustering, we employ a process that is a combination of two unsupervised

machine learning techniques. First, we perform a permanent component analysis (PCA) on

the city-occupation wage premia. Then, we perform k-means clustering on a subset of the

principal components computed in the previous stage. Performing k-means clustering on

60The distributions have to satisfy
∑

c

∫

xf
dµc,f,xf

= F and
∑

c

∫

xf
dµc,m,xm

= M .
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a subset of permanent components is not a novelty in the scientific literature (Ibes, 2015).

Although there is no evidence that this two-steps procedure improves the quality of the

resulting clustering over a direct application of the k-means algorithm (Yeung and Ruzzo,

2001), the dimensionality reduction achieved with the PCA is extremely helpful because of

the workings of the k-means algorithm. The k-means algorithm is, in fact, initialized ran-

domly drawing initial centroids for the clusters. The algorithm then updates these centroids

based on some measure of distance (Euclidean distance in this case). Issues arise when

there is a high dimensionality, i.e. if the vector of characteristics on which the clustering is

performed is too big. In this case, the algorithm tends to produce results that are highly

dependent on the starting point. One way to deal with this is to try with different initial

points and then pick the best resulting clustering. Nevertheless, with very high dimension-

ality, this is almost akin to a random search of the best clustering. An additional advantage

of using a subset of permanent components is that it reduces the impact of the noise coming

from the estimation errors from the wage regression.

To perform PCA, we consider each city as one observation and the set of occupation fixed

effects (the estimates of αc,o from equation 1) as the covariates. Figure 25 shows the share

of variation explained by the first 30 principal components. The first component explains

more than 30% of the variation. The explanatory power of the second component drops by

almost 25 percentage points to just above 5%, with the successive components slowly losing

explanatory power.

In the second step, we perform k-means on the 5 principal components. This choice is

rather arbitrary as there is no objective way nor any rule of thumb. The 5 components

together explain 49% of the total variation.

One of the shortcomings of k-means is that the algorithm does not identify the optimal

number of clusters. The desired number of clusters has to be provided by the user. A sim-

ple and popular solution consists of inspecting the dendrogram produced using hierarchical

clustering to see if it suggests a particular number of clusters. Nevertheless, this approach is

also subjective. An alternative popular way is the elbow method that consists of a graphical

analysis of the total intra-cluster variation as a function of the number of clusters.61 The

optimal number of clusters is identified by an “elbow” in the graph, i.e. that point from

which the gains from increasing the number of clusters in terms of the reduction of the total

intra-cluster variation i becomes small.

To choose the number of clusters we adapt the idea behind the elbow method to our

particular problem. As discussed in the main text, the most important aspect of the wage

distribution that we want to preserve is the covariance structure of the occupation-city

61As the number of clusters increases the intra-cluster variation is mechanically reduced.
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Figure 25: Explanatory power of the first 30 principal components.

premia. With this goal in mind, we perform k-means62 varying the number of clusters

from 5 to 150. For each clustering we estimate the wage regression (1) and compute the

wage covariance structure.63 Next, we compare the estimated covariance structure to the

original one (i.e. the one obtained with actual cities). In practice, we compute the euclidean

distance between the covariance vectors from the cluster and the original data. The computed

distances as a function of the number of clusters are shown in figure 26

As expected, the function is downward sloping as adding more clusters makes it easier to

match the actual wage covariance structure. Nevertheless, the gains from additional clusters

is drastically reduced after 20/30 clusters. Given this, we deemed 25 clusters to be a fair

compromise between accuracy and the need for speed.

H The gender wage gap

The exogenous gender gap used in the model has to be intended as an ex-ante income gap

reflecting factors that are orthogonal to marriage and divorce (e.g. discrimination). This

value is, in fact, obtained from the estimation of equation (1) which controls, among others,

62For each call of k-means we run the clustering algorithm 10000 times for different initial points and
select the clustering that returns the lowest total intra-cluster variation.

63Each occupation is treated as an observation.
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Figure 26: Euclidean distance between the actual and clustered covariance vectors as a
function of the number of clusters.

for marital status and city fixed effects.

The interaction between marriage and divorce induces an additional income gap that is

generated from the different migration patterns of men and women. To get a sense of the

ex-post gender wage gap, we can compute the log difference between the average wage of

men and the average wage of women from both the model and the data. For the latter,

we compute the gap using the residuals from a regression of log wages over education and

year dummies and a quadratic function of potential work experience. This adjustment is

necessary to make the quantities from the data comparable to that of the model since the

latter does not present lifecycle effects nor heterogeneity in education. Reassuringly, the

empirical and modeled gender gaps are very close, the former being equal to -26.1% and the

latter to -25.9%.

I Computing bounds for the change in total earnings

This appendix explains the details of calculations performed to compute the boundaries for

the change in total labor earning reported in table 8.
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The lower bound

To detemine the lower bound for the change of total earnings, we use the demand elasticities

obtained from the estimated production function from Alonzo and Gallipoli (2020). In that

paper, the authors estimate a CES production function of the following form for several years

F
({

Liĵ

})
= A




∑

ĵ

αĵ

(
∑

i

βiĵLiĵ

)ρ




1

ρ

(32)

where i indicates a demographic group (determined by a ombination of age, gender and

education) and ĵ indicates one of the 13 occupations considered in that paper. Given the

production function, the inverse demand function for occupaiton j′ is given by

wiĵ = Aαĵβĵ




∑

ĵ′

αĵ′

(
∑

i

βi′ ĵ′Li′ĵ′

)ρ




1−ρ
ρ (

∑

i′

βi′ ĵLi′ ĵ

)ρ−1

(33)

The corresponding elasticity of wages to labor is

ǫiĵ =
∂w

iĵ/wiĵ

∂L
iĵ/L

iĵ

=Aαĵβ
2
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These elasticities cannot be directly applied to the framework of this paper for two reasons:

(i) our occupational system is more disaggregated than in Alonzo and Gallipoli (2020) and

(ii) the demographic definition is more aggregated. To overcome the first issue, we compute

an employment-weighted average of these elasticities for each occupation.

ǫĵ =
∑

i

µiĵǫiĵ (34)

where µiĵ is the share of workers in occupation ĵ from in demographics i. To deal with

the second issue, we simply assume that the elasticities are constant for all the occupations
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composing each aggregated occupation used in Alonzo and Gallipoli (2020). In other words,

let Ξĵ be the set of occupations j (from the occupational system used in this paper) that are

contained in the definition of occupation ĵ (from the occupational system used by Alonzo

and Gallipoli, 2020); we assume that ǫj = ǫĵ for all j ∈ Ξĵ.

To compute the lower bound for the change in total labor earnings, we compute the above

elasticities (using the estimates for the year 2016) for each city separately in the baseline

model and use them to compute the new wages in the counterfactual scenarios.

The upper bound

To compute an upper bound for total labor income in the counterfactual scenarios, we rely

on the literature on agglomeration economies. In a meta-analysis of 729 elasticities of wages

to city size, Melo, Graham and Noland (2009) identify an average elasticity of 3.2% with a

standard deviation of 7.6%.64 To compute the counterfactual wages, we use a conservative

value for the elasticity of 18.4% (the mean plus two standard deviations).

J Occupation System

In this appendix, we report the occupation system used in the paper (“Occda”). This system

is the result of a balancing exercise between two requirements that push towards different

levels of aggregation. On the one hand, the nature of the analysis carried out in the paper

requires as much occupational heterogeneity as possible, since the variation in the wage

distributions faced by each occupation is the main source of identification. On the other hand,

too much disaggregation creates issues both on the empirical and the theoretical side. Both

the empirical analysis and the calibration of the model require the estimation of occupation-

specific city premia for each city, that is possible only if we can observe workers for each

occupation in each city. Moreover, the numerical solution of the model is computationally

demanding, and the required computational might is increasing in the number of occupations,

thus reducing the number of occupations helps to reduce the computational burden.

To address these challenges, we developed the occupational system described in table 30

as a partially aggregated version of David Dorn’s occupational system (Dorn, 2009). The

advantage of starting from his classification (called “Occ1990dd”) resides in the fact that a

crosswalk to the 2008-2009 ACS occupation codes is freely provided by the author. Using the

tables provided by IPUMS, we extended this crosswalk to the 2010-2011 ACS and 2012-2017

ACS occupation codes,65 and then we applied the crosswalk to our classification described

64See Table 2 in Melo, Graham and Noland (2009).
65The discrepancies across these ACS years are minimal.
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in the table below. In performing this aggregation, we follow two principles. The first is

to perform the minimum amount of aggregation that leads to observing each aggregated

occupation in each city. The second is to combine similar occupations using as guidance

data on the task content provided by Autor and Dorn (2013).

Eventually, we are left with 96 occupations. In the paper, we drop extractive occupations

(code 614) since they are geographically very concentrated.

Table 30: Crosswalk between Dorn (2009) Occ1990 and our Occda occupations systems

Occupation Titles Occda Code Occ1990dd Code Occupation Titles (Dorn, 2009)

Chief executives, public administrators,

and legislators

4 4 Chief executives, public administrators,

and legislators

Financial managers 7 7 Financial managers

Human resources and labor relations

managers

8 8 Human resources and labor relations

managers

Managers and specialists in marketing,

advert., PR

13 13 Managers and specialists in marketing,

advert., PR

Managers in education and related fields 14 14 Managers in education and related fields

Managers of medicine and health

occupations

15 15 Managers of medicine and health

occupations

Managers and administrators, n.e.c. 22 18 Managers of properties and real estate

19 Funeral directors

22 Managers and administrators, n.e.c.

Accountants and auditors 23 23 Accountants and auditors

Other financial specialists 25 24 Insurance underwriters

25 Other financial specialists

Personnel, HR, training, and labor rel.

specialists

27 27 Personnel, HR, training, and labor rel.

specialists

Purchasing managers, agents, and buyers,

n.e.c.

33 28 Purchasing agents and buyers of farm

products

29 Buyers, wholesale and retail trade

33 Purchasing managers, agents, and buyers,

n.e.c.

Inspectors and compliance officers 36 35 Construction inspectors

36 Inspectors and compliance officers,

outside

Management support occupations 37 26 Management analysts

34 Business and promotion agents

37 Management support occupations

Architects and civil engineers 53 43 Architects

53 Civil engineers

Engineers and other professionals, n.e.c. 59 44 Aerospace engineers

45 Metallurgical and materials engineers

47 Petroleum, mining, and geological

engineers

48 Chemical engineers

55 Electrical engineers

56 Industrial engineers

57 Mechanical engineers

59 Engineers and other professionals, n.e.c.

Computer systems analysts and computer

scientists

64 64 Computer systems analysts and computer

scientists

Operations and systems researchers and

analysts, actuaries and mathematicians

65 65 Operations and systems researchers and

analysts

66 Actuaries

68 Mathematicians and statisticians

Physical scientists 76 69 Physicists and astronomists

73 Chemists

74 Atmospheric and space scientists
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75 Geologists

76 Physical scientists, n.e.c.

77 Agricultural and food scientists

78 Biological scientists

79 Foresters and conservation scientists

Medical scientists 83 83 Medical scientists

84 Physicians

Health and therapy occupations 89 85 Dentists

86 Veterinarians

87 Optometrists

88 Podiatrists

89 Other health and therapy occupations

Pharmacists, dietitians and other

therapists

105 95 Registered nurses

96 Pharmacists

97 Dietitians and nutritionists

98 Respiratory therapists

99 Occupational therapists

103 Physical therapists

104 Speech therapists

105 Therapists, n.e.c.

106 Physicians’ assistants

Subject instructors, college 154 154 Subject instructors, college

Teachers 159 155 Kindergarten and earlier school teachers

156 Primary school teachers
157 Secondary school teachers

158 Special education teachers

159 Teachers, n.e.c.

Vocational and educational counselors,

librarians and archivist

164 163 Vocational and educational counselors

164 Librarians

165 Archivists and curators

Social scientists 169 166 Economists, market and survey

researchers

167 Psychologists

169 Social scientists and sociologists, n.e.c.

Urban and regional planners and social

workers

174 173 Urban and regional planners

174 Social workers

Clergy and religious workers 176 176 Clergy and religious workers

Welfare service workers 177 177 Welfare service workers

Lawyers and judges 178 178 Lawyers and judges

Designers 185 185 Designers

Arts and entertainment workers 194 186 Musicians and composers

187 Actors, directors, and producers

188 Painters, sculptors, craft-artists, and

print-makers

189 Photographers

193 Dancers

194 Art/entertainment performers and related

occs

Residual professionals 199 183 Writers and authors

184 Art/entertainment performers and related

occs

195 Editors and reporters

198 Announcers

199 Athletes, sports instructors, and officials

Health technologists and technicians 208 203 Clinical laboratory technologies and

technicians

204 Dental hygienists

205 Health record technologists and

technicians

206 Radiologic technologists and technicians
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207 Licensed practical nurses

208 Health technologists and technicians,

n.e.c.

Engineering technicians 214 214 Engineering technicians

Drafters and surveyors 217 217 Drafters

218 Surveryors, cartographers, mapping

scientists/techs

Programmers 229 229 Computer software developers

233 Programmers of numerically controlled

machine tools

Legal assistants and paralegals 234 234 Legal assistants and paralegals

Technicians 235 223 Biological technicians

224 Chemical technicians

225 Other science technicians

226 Airplane pilots and navigators

227 Air traffic controllers

228 Broadcast equipment operators

235 Technicians, n.e.c.

Sales supervisors and proprietors 243 243 Sales supervisors and proprietors

Skilled salespersons 253 253 Insurance sales occupations

254 Real estate sales occupations

255 Financial service sales occupations

256 Financial service sales occupations

258 Sales engineers

Salespersons, n.e.c. 274 274 Salespersons, n.e.c.

275 Retail salespersons and sales clerks

277 Door-to-door sales, street sales, and news

vendors

283 Sales demonstrators, promoters, and

models

Cashiers 276 276 Cashiers

Office supervisors 303 303 Office supervisors

Computer and peripheral equipment

operators

313 308 Computer and peripheral equipment

operators

313 Secretaries and stenographers

315 Typists

316 Interviewers, enumerators, and surveyors

Hotel and information clercks 319 317 Hotel clerks

318 Transportation ticket and reservation

agents

319 Receptionists and other information

clerks

Human resources clerks 326 326 Correspondence and order clerks

328 Human resources clerks, excl payroll and

timekeeping

Library assistants, file clerks and

bookkeepers

335 329 Library assistants

335 File clerks

336 Records clerks

337 Bookkeepers and accounting and auditing

clerks

338 Payroll and timekeeping clerks

Office machine operators 347 344 Billing clerks and related financial records

processing

346 Mail and paper handlers

347 Office machine operators, n.e.c.

348 Telephone operators

349 Other telecom operators

Postal clerks 354 354 Postal clerks, exluding mail carriers

355 Mail carriers for postal service

356 Mail clerks, outside of post office

Messengers and dispatchers 357 357 Messengers
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359 Dispatchers

Stock and inventory clerks 364 364 Shipping and receiving clerks

365 Stock and inventory clerks

366 Meter readers

368 Weighers, measurers, and checkers

373 Material recording, sched., prod., plan.,

expediting cl.

Examiners and investigators 375 375 Insurance adjusters, examiners, and

investigators

376 Customer service reps, invest., adjusters,

excl. insur.

General office clerks 379 377 Eligibility clerks for government prog.,

social welfare

378 Bill and account collectors

379 General office clerks

Administrative support jobs 389 383 Bank tellers

384 Proofreaders

385 Data entry keyers

386 Statistical clerks

387 Teacher’s aides

389 Administrative support jobs, n.e.c.

Housekeepers and laundry workers 405 405 Housekeepers, maids, butlers, and

cleaners

408 Laundry and dry cleaning workers

Police and fire fighting occupations 417 415 Supervisors of guards

417 Fire fighting, fire prevention, and fire

inspection occs

418 Police and detectives, public service

Sheriffs, bailiffs, correctional institution

officers and crossing guards

423 423 Sheriffs, bailiffs, correctional institution

officers

425 Crossing guards

Protective service, n.e.c. 427 426 Guards and police, except public service

427 Protective service, n.e.c.

Bartenders and waiters 434 434 Bartenders

435 Waiters and waitresses

Food preparation and service workers 439 433 Supervisors of food preparation and

service

436 Cooks

439 Food preparation workers

444 Miscellanious food preparation and

service workers

Health assistants 445 445 Dental Assistants

447 Health and nursing aides

Supervisors of landscaping and building

service

448 448 Supervisors of cleaning and building

service

450 Superv. of landscaping, lawn service,

groundskeeping

Gardeners, janitors and pest control

occupations

451 451 Gardeners and groundskeepers

453 Janitors

455 Pest control occupations

Barbers and hairdressers 457 457 Barbers

458 Hairdressers and cosmetologists

Recreation and Hospitality Occupations 459 459 Recreation and Hospitality Occupations

461 Guides

462 Ushers

464 Baggage porters, bellhops and concierges

466 Recreation and fitness workers

467 Motion picture projectionists

Personal service occupations 468 468 Child care workers

469 Personal service occupations, n.e.c

470 Supervisors of personal service jobs, n.e.c
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471 Public transportation attendants and

inspectors

472 Animal caretakers, except farm

Farmers operators and Managers 473 473 Farmers (owners and tenants)

475 Farm managers

Other agricultural and related

occupations

479 479 Farm workers, incl. nursery farming

488 Graders and sorters of agricultural

products

489 Inspectors of agricultural products

496 Timber, logging, and forestry workers

498 Fishers, marine life cultivators, hunters,

and kindred

Supervisors of mechanics and repairers 503 503 Supervisors of mechanics and repairers

Automobile mechanics and repairers 505 505 Automobile mechanics and repairers

507 Bus, truck, and stationary engine

mechanics

508 Aircraft mechanics

509 Small engine repairers

514 Auto body repairers

Heavy equipement mechanics 516 516 Heavy equipement and farm equipment

mechanics

518 Industrial machinery repairers

519 Machinery maintenance occupations

Repairers of electrical equipment 523 523 Repairers of industrial electrical

equipment

525 Repairers of data processing equipment

526 Repairers of household appliances and

power tools

527 Telecom and line installers and repairers

533 Repairers of electrical equipment, n.e.c.

534 Heating, air conditioning, and

refrigeration mechanics

Mechanics and repairers, n.e.c. 549 535 Precision makers, repairers, and smiths

536 Locksmiths and safe repairers

539 Repairers of mechanical controls and

valves

543 Elevator installers and repairers

544 Millwrights

549 Mechanics and repairers, n.e.c.

Supervisors of construction work 558 558 Supervisors of construction work

Carpenters and drywall installers 567 567 Carpenters

573 Drywall installers

Electricians 575 575 Electricians

577 Electric power installers and repairers

Plumbers, pipe fitters, and steamfitters 585 585 Plumbers, pipe fitters, and steamfitters

Misc. construction and related

occupations

599 563 Masons, tilers, and carpet installers

579 Painters, construction and maintenance

583 Paperhangers

584 Plasterers

588 Concrete and cement workers

589 Glaziers

593 Insulation workers

594 Paving, surfacing, and tamping

equipment operators

595 Roofers and slaters

597 Structural metal workers

598 Drillers of earth

599 Misc. construction and related

occupations

Extractive occupations 614 614 Drillers of oil wells

615 Explosives workers
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616 Miners

617 Other mining occupations

Production supervisors or foremen 628 628 Production supervisors or foremen

Metal and plastic workers 653 634 Tool and die makers and die setters

637 Machinists

643 Boilermakers

649 Engravers

653 Other metal and plastic workers

Dental laboratory and medical applicance

technicians

678 678 Dental laboratory and medical applicance

technicians

Precision and craft workers 684 644 Precision grinders and fitters

657 Cabinetmakers and bench carpeters

658 Furniture/wood finishers, other prec.

wood workers

666 Dressmakers, seamstresses, and tailors

668 Upholsterers

675 Hand molders and shapers, except

jewelers

677 Optical goods workers

679 Bookbinders

684 Other precision and craft workers

Butchers, bakers and batch food makers 686 686 Butchers and meat cutters

687 Bakers

688 Batch food makers

Plant and system operators 699 694 Water and sewage treatment plant

operators

695 Power plant operators

696 Plant and system operators, stationary

engineers

699 Other plant and system operators

Woodworking and metal machine

operators

703 645 Patternmakers and model makers

703 Lathe, milling, and turning machine

operatives

706 Punching and stamping press operatives

707 Rollers, roll hands, and finishers of metal

708 Drilling and boring machine operators

709 Grinding, abrading, buffing, and polishing

workers

713 Forge and hammer operators

719 Molders and casting machine operators

723 Metal platers

724 Heat treating equipment operators

727 Sawing machine operators and sawyers

729 Nail, tacking, shaping and joining mach

ops (wood)

733 Other woodworking machine operators

Printing machine operators 736 734 Printing machine operators, n.e.c.

736 Typesetters and compositors

Machine operators, n.e.c. 779 669 Nail, tacking, shaping and joining mach

ops (wood)

738 Winding and twisting textile and apparel

operatives

739 Knitters, loopers, and toppers textile

operatives

743 Textile cutting and dyeing machine

operators

744 Textile sewing machine operators

745 Shoemaking machine operators

747 Clothing pressing machine operators

749 Miscellanious textile machine operators

753 Cementing and gluing machne operators

754 Packers, fillers, and wrappers
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755 Extruding and forming machine operators

756 Mixing and blending machine operators

757 Separating, filtering, and clarifying

machine operators

763 Food roasting and baking machine

operators

764 Washing, cleaning, and pickling machine

operators

765 Paper folding machine operators

766 Furnance, kiln, and oven operators, apart

from food

769 Slicing, cutting, crushing and grinding

machine

774 Photographic process workers

779 Machine operators, n.e.c.

789 Painting and decoration occupations

Welders, solderers, and metal cutters 783 783 Welders, solderers, and metal cutters

Assemblers of electrical equipment 785 785 Assemblers of electrical equipment

Production checkers, graders, and sorters

in

799 799 Production checkers, graders, and sorters

in

Supervisors of motor vehicle

transportation

803 803 Supervisors of motor vehicle

transportation

Miscellanious transportation occupations 834 804 Truck, delivery, and tractor drivers

808 Bus drivers

809 Taxi cab drivers and chauffeurs

813 Parking lot attendants

823 Railroad conductors and yardmasters

824 Locomotive operators: engineers and

firemen

825 Railroad brake, coupler, and switch

operators

829 Ship crews and marine engineers

834 Miscellanious transportation occupations

Operating engineers of construction

equipment

844 844 Operating engineers of construction

equipment

Construction laborers 869 848 Crane, derrick, winch, hoist, longshore

operators

853 Excavating and loading machine

operators

859 Stevedores and misc. material moving

occupations

865 Helpers, constructions

866 Helpers, surveyors

869 Construction laborers

Laborers, freight, stock, and material

handlers, n.e.c.

889 873 Production helpers

875 Garbage and recyclable material

collectors

878 Machine feeders and offbearers

885 Garage and service station related

occupations

887 Vehicle washers and equipment cleaners

888 Packers and packagers by hand

889 Laborers, freight, stock, and material

handlers, n.e.c.
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